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Introduction 

 

This project, which started on January 1, 2000, was funded by NASA Glenn Research 
Center for duration of one year. The deliverables of the project included the following 
tasks: 
 
• Study of QoS mapping between the edge and core networks envisioned in the Next 

Generation networks will provide us with the QoS guarantees that can be obtained 
from next generation networks. 

 
• Buffer management techniques to provide strict guarantees to real-time end-to-end 

applications through preferential treatment to packets belonging to real-time 
applications. In particular, use of ECN to help reduce the loss on high bandwidth-
delay product satellite networks needs to be studied. 

 
• Effect of Prioritized Packet Discard to increase goodput of the network and reduce 

the buffering requirements in the ATM switches. 
 
• Provision of new IP circuit emulation services over Satellite IP backbones using 

MPLS will be studied. 
 
• Determine the architecture and requirements for internetworking ATN and the Next 

Generation Internet for real-time applications.

Progress 
 
The work of this project has been reported in the following six papers/reports, as listed 
below.  Copies of all the papers are attached to this final report. 
 
 

1. H. Su and M. Atiquzzaman, "End-to-end QoS for Differentiated Services and ATM 
Internetworking", 9th International Conference on Computer Communication and 
Network, October 16~18, 2000, Las Vegas, Nevada. 
 
2. H.  Bai, M. Atiquzzaman and W. Ivancic, “Achieving End-to-end QoS in the Next 
Generation Internet: Integrated Services over Differentiated Service Networks”, 
submitted to 2001 IEEE Workshop on High Performance Switching and Routing, May 
29-31, 2001, Dallas, Texas USA. 
 
 
3. H.  Bai, M. Atiquzzaman and W. Ivancic, “Achieving QoS for Aeronautical 
Telecommunication Networks over Differentiated Services”, submitted for publication as 
Technical Report, NASA Glenn Research Center.  
 
4. A. Durresi, S. Kota, M. Goyal, R. Jain, V. Bharani, “Achieving QoS for TCP traffic in 
Satellite Networks with Differentiated Services”, Accepted in Journal of Space 
Communications. 
 



5. C. Liu and R. Jain, “Improving Explicit Congestion Notification with the Mark-Front 
Strategy”, Computer Networks, vol 35, no 2-3, pp 285-201, January 2001 
 
6. C. Liu and R. Jain, “Delivering Faster Congestion Feedback with the Mark-Front 
Strategy”, International Conference on Communication Technologies (ICCT 2000), 
Beijing, China, August 21-25, 2000. 

Presentations 

The investigators have presented their progress at two presentations at NASA Glenn 
Research Center.  Copies of the slides from the presentation are attached to this final 
report. 

Conclusion 
 
The project has completed on time. All the objectives and deliverables of the project 
have been completed. Research results obtained from this project have been published 
in a  number of papers in journals, conferences and technical reports. 
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End-to-end QoS for Differentiated Services and ATM Internetworking1

Hongjun Su Mohammed Atiquzzaman
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Abstract— The Internet was initially design for non real-time data
communications and hence does not provide any Quality of Service
(QoS). The next generation Internet will be characterized by high speed
and QoS guarantee. The aim of this paper is to develop a prioritized
early packet discard (PEPD) scheme for ATM switches to provide ser-
vice differentiation and QoS guarantee to end applications running
over next generation Internet. The proposed PEPD scheme differs from
previous schemes by taking into account the priority of packets gener-
ated from different application. We develop a Markov chain model for
the proposed scheme and verify the model with simulation. Numerical
results show that the results from the model and computer simulation
are in close agreement. Our PEPD scheme provides service differenti-
ation to the end-to-end applications.

Keywords—Differentiated Services, TCP/IP-ATM Internetworking,
End-to-end QoS, Queue analysis, analytical model, performance evalu-
ation, Markov chains.

I. INTRODUCTION

With quick emergence of new Internet applications, ef-
forts are underway to provide Quality of Service (QoS) to
the Internet. Differentiated Services (DS) is one of the ap-
proaches being actively pursued by the Internet Engineering
Task Force (IETF) [1], [2], [3], [4], [5]. It is based on ser-
vice differentiation, and provides aggregate services to the
various application classes. DS has defined three service
classes. When running DS over ATM (which is implemented
by many Internet service providers as their backbones), we
need proper services mapping between them. Premium Ser-
vice requires delay and loss guarantees, and hence it can be
mapped to the ATM Constant Bit Rate (CBR) service. As-
sured Service only requires loss guarantees and hence can be
mapped to ATM Unspecified Bit Rate (UBR) service with
Cell Loss Priority (CLP) bit set to zero. The Best Effort ser-
vice does not require any loss or delay guarantee and can be
mapped to the ATM UBR service with CLP bit set to one.

It has been shown that Internet may loss packets during
high load periods, even worse is that it may suffer conges-
tion collapse [6], [7]. Packets loss means all of the resources
they have consumed in transit are wasted. When running DS
over ATM, packets loss may lead to more serious results.
Because messages will be break into small fix size packet
(call cells), one packet loss will lead to the whole message
be transmitted again [8]. This makes the congestion scenario
even worse. Transmitting useless incomplete packets in a
congested network wastes a lot of resource and may result in
a very low goodput (good throughput) and poor bandwidth

1This work was supported by NASA grant no. NAG3-2318 and Ohio
Board of Regents Research Challenge grant

utilization of the network. A number of message based dis-
card strategies have been proposed to solve this problem [8],
[9], [10], [11]. These strategies attempt to ensure that the
available network capacity is effectively utilized by preserv-
ing the integrity of transport level packets during congestion
periods. Early Packet Discard (EPD) strategy [8] drops en-
tire messages that are unlikely to be successfully transmitted
prior to buffer overflow. It prevents the congested link from
transmitting useless packets and reduces the total number of
incomplete messages. EPD achieves this by using a thresh-
old in the buffer. Once the queue occupancy in the buffer
exceeds this threshold, the network element will only ac-
cept packets that belong to a message that has at least one
packet in the queue or has already been transmitted. Also
per-VC based EPD schemes [12], [13] are proposed to solve
the fairness problem that a pure EPD may suffer when virtual
circuits compete for the resource. Although EPD can im-
prove the goodput at a network switch, it does not distinguish
among priorities of different applications. Previous studies
on EPD have assumed a single priority of all ATM psckets,
and thus fail to account for the fact that ATM packets could
have priority and need to be treated differently. Without a
differentiation between the packets, end-to-end QoS guar-
antee and service differentiation promised by DS networks
cannot be ensured when packets traverse through an ATM
network. The objective of this study is to developed message
based discarding scheme which will account for priority of
packets and will be able to provide service differentiation to
end applications.

In this paper,we propose a prioritized EPD (PEPD)
scheme which can provide the necessary service differen-
tiation needed by the future QoS network. In the PEPD
scheme, two thresholds are used to provide service differen-
tiation. We have developed Markov chain models to study
the performance of our proposed scheme. The effective-
ness of PEPD in providing service differentiation to the two
classes of ATM packets coming from a DS network is esti-
mated by the model and then validated by results obtained
from our simulation. We measure the goodput, packet loss
probability and throughput of the two service classes as a
function of the load. Given a QoS requirement for the
two service classes, our model can predict the size of the
buffer required at the ATM switches and the value of the two
thresholds to be used to achieve the target QoS. This model
can provide a general framework for analysis of networks
carrying messages from applications which require differen-



tial treatment in terms of Quality of Service (QoS).
The rest of this paper is organized as follows. Section II

lists the assumptions used in the model. Section III con-
structs a Markov chain model to analyze our proposed PEPD
scheme. The model is used to study the performance of the
PEPD policy using goodput as the performance criteria. Nu-
merical results from both modeling and computer simulation
are presented in Section IV. Concluding remarks are given
in Section V.

II. MODELING ASSUMPTIONS

In the dispersed message model [11], [14], a higher layer
protocol data unit (message) consists of a block of consec-
utive packets that arrive at a network element at different
time instants. TCP/IP based systems are examples of such a
model. In TCP/IP, the application message is segmented into
packets, which are then transmitted over the network. At the
receiving end, they are reassembled back into a message by
the transport protocol before being delivered to higher lay-
ers.
� We assume variable length packets, the length of the pack-
ets being geometrically distributed with parameter q (inde-
pendent between subsequent packets). Clearly, the average
packet length is 1=q packets. This kind of assumption is typ-
ical for data application such as document file and e-mail.
� We also assume that the packets arrive at a network el-
ement according to a Poisson process with rate �, and the
transmission time of a packet is exponentially distributed
with rate �. Although we assume that packets are of vari-
able length, Lapid’s work [11] shows that this kind of model
fits well for fixed-length packet (which is typical to ATM
network) scenarios.
� The network element we used in this paper is a simple
finite input queue that can contain at most N packets. When
the packets arrive at the network element, it enters the input
queue only when there is space to hold it; otherwise it is
discarded.
� Packets leave the queue according to a first-in-first-out
(FIFO) order. When a server is available, the packet at the
head of the queue can be served. A packet is transmitted
by the server of the network element during its service time.
Hence, the network element can be viewed as a M/M/1/N
model, with arrival rate � and service rate �.
� The input load to the network element is defined as � =

�=�.

III. PERFORMANCE EVALUATION OF PEPD SCHEME

In this section, we describe the PEPD scheme, followed
by model setup and performance analysis.

A. PEPD scheme

HT LT

0N

µλ

Fig. 1. Network element using PEPD policy.

In the PEPD scheme, we use two thresholds: a low thresh-
old (LT) and a high threshold (HT ), with 0 � LT �

N;LT � HT � N . As shown in Fig. 1, let QL indicate
the current queue length. The following strategy is used to
accept packets in the buffer.
� If QL < LT , all packets are accepted in the buffer.
� If LT � QL < HT , new low priority messages will
be discarded; only packets belonging to new messages with
high priority or packets belonging to messages which have
already entered the buffer are accepted.
� If HT � QL < N , all new messages of both priorities
are discarded.
� For QL � N , packets belonging to all messages are lost
because of buffer overflow.

B. Proposed PEPD model

To model the PEPD scheme, we must distinguish between
two modes: the normal mode in which packets are accepted
and the discarding mode in which arriving packets are dis-
carded. The state transition diagram for this policy is shown
in Fig. 2. In the diagram, state (i; j) indicates that the buffer
has i packets and is in j mode, where 0 � i � N , j = 0

or 1. j = 0 corresponds to the normal mode, while j = 1

represents the discarding mode. We assume that a head-of-
message packet arrives with probability q. The probability
that an arriving packet is part of the same message as the
previous packets is p = 1 � q, and hence is discarded with
that probability in the case that that message is being dis-
carded.

According to PEPD, if a message starts to arrive when
the buffer contains more than LT packets, the complete new
message is discarded if it is of low priority, while if a new
message starts to arrive when the buffer contains more than
HT packets, the complete message is discarded regardless
of its priority. Once a packet is discarded, the buffer enters
the discarding mode, and discards all packets belonging to
this discarded message. The system will remain in discard-
ing mode until another head-of-message packet arrives. If
this head-of-message packet arrives when QL < LT , it is
accepted, and the system enters the normal mode. If this
packet arrives when LT � QL � HT , then the system en-
ters the normal mode only if this packet has high priority.
Otherwise, it stays in the discarding mode. Of course, when
QL > HT , the buffer stays in the discarding mode. Let’s
assume that h and l = 1 � h be the probabilities of a mes-
sage being of high and low priority respectively. Also let
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Fig. 2. Steady-state transition diagram the buffers using PEPD

Pi;j(0 � i � N; j = 0; 1) be the steady-state probability of
the buffer being in state (i; j). From Fig. 2, we can get the
following equations. The solutions of these equations will
generate the steady-state probabilities of the buffer states.

�P0;0 = �P1;0

q�P0;1 = �P1;1

(�+ �)Pi;0 = �Pi�1;0 + �Pi+1;0 + qh�Pi�1;1

1 � i � LT

(�+ �)Pi;0 = (�p+ qh�)Pi�1;0 + �Pi+1;0

+qh�Pi�1;1 LT < i � HT

(�+ �)Pi;0 = p�Pi�1;0 + �Pi+1;0 HT < i < N

(�+ �)PN;0 = p�PN�1;0

�PN;1 = �PN;0 (1)

�Pi;1 = q�Pi;0 + �Pi+1;1 HT � i < N

(qh�+ �)Pi;1 = q�(1� h)Pi;0 + �Pi+1;1

LT � i < HT

NX
i=0

(Pi;0 + Pi;1) = 1

C. Performance analysis of PEPD

In this section, we derive the expression of goodput G for
high and low priority messages. The goodput G is the ratio
between total good packets exiting the buffer and the total
arriving packets at its input. Good packets are those pack-
ets that belong to a complete message leaving the buffer. In
this paper, we define the goodput for high (or low) priority
as the ratio between total number of good packets with high
(or low) priority exiting the system and the total number of
arriving high (or low) priority packets at the buffer. How-
ever, we normalize the goodput to the maximum possible
goodput.

Let W be the random variable that represents the length
(number of packets) of an arriving message, and V be the
random variable that represents the success of a message.
V = 1 for a good message, and V = 0 for an incomplete
message. Let U be the random variable that represents the
priority of a packet, U = 1 for high priority packets and
U = 0 for low priority packets. The goodput for the high

priority packets (Gh) is

Gh =

P
1

n=1 nP (W = n; V = 1; U = 1)P
1

n=1 nP (W = n;U = 1)
(2)

where the numerator represents the total good packets exit-
ing the buffer and the denominator is the total arriving pack-
ets at a network input. Note that W and V are independent
random variables, and the length of an arriving message is
geometrically distributed with parameter q, which means the
average length of the messages is 1=q. Then the denominator
of Eq. (2) can be expressed as
1X
n=1

nP (W = n; V = 1) = P (U = 1)

1X
n=1

P (W = n) =
h

q

(3)
Substituting Eq. (3) in Eq. (2),

Gh =
q

h

1X
n=1

nP (W = n; V = 1; U = 1) (4)

The probability of an incoming high priority message of
length n to be transmitted successfully can be expressed as
follows:

P (W = n; V = 1; U = 1) = P (V = 1jW = n;U = 1)

P (W = n;U = 1)

= P (V = 1jW = n;U = 1)

P (W = n)P (U = 1) (5)

= q(1� q)n�1h

P (V = 1jW = n;U = 1)

Let Q be the random variable representing the queue oc-
cupancy at the arrival of a head-of-message packet. Then

P (V = 1jW = n;U = 1) =

NX
i=0

P (V = 1jW = n;U = 1;

Q = i)P (Q = i) (6)

where P (Q = i) = Pi;0 + Pi;1 is the probability of the
queue occupancy. Pi;j is obtained from from the solution of
Eq. (2). By combining Eqs. (4), (5), and (6), we get the
goodput of the high priority messages as:

Gh = q

1X
n=1

nq(1� q)(n�1)
NX
i=0

P (V = 1jW = n;U = 1;

Q = i)P (Q = i) (7)

Similarly, we can get the goodput for the low priority mes-
sages and the total goodput as follows:

Gl = q

1X
n=1

nq(1� q)(n�1)
NX
i=0

P (V = 1jW = n;U = 0;

Q = i)P (Q = i) (8)

G = q

1X
n=1

nq(1� q)(n�1)
NX
i=0

P (V = 1jW = n;

Q = i)P (Q = i) (9)



In order to find the values of G, G l and Gh, we need to
define and evaluate the following conditional probabilities:

Sn;i = P (V = 1jW = n;Q = i) (10)

Sl;n;i = P (V = 1jW = n;U = 0; Q = i) (11)

Sh;n;i = P (V = 1jW = n;U = 1; Q = i) (12)

These conditional probabilities can be computed recur-
sively. Let’s take Sh;n;i as an example. Consider first a
system that employs the PPD policy. Usually, the success
of a packet depends on the evolution of the system after the
arrival of the head-of-message. However, there is a boundary
condition for this. Let us first consider a message of length
1 � n � N . Assume that the head-of-message packet be-
longing to a message of length n � N arrives at buffer when
Q = i. Then, if i � N � n, there is enough space to hold
this message, and this message is guaranteed to be good, i.e

Ŝn;i = 1 0 � i � N � n; 1 � n � N (13)

note that if Q = N (i.e. the buffer is full), the head-of-
message packet is discarded, and the message is guaranteed
to be bad. Hence,

Ŝn;N = 0 1 � n � N (14)

Eqs. (13) & (14) give the boundary conditions for this sys-
tem. For other states of the buffer, we have:

Ŝn;i = (1� r)Ŝn�1;i+1 + rŜn;i�1

N � n+ 1 � i � N � 1; 1 � n � N (15)

where r = �=(� + h�) is the probability that a departure
occurs before an arrival. In this case, we only consider the
conditional probability for high priority packets, so the ar-
rival rate is h� rather than �. Eq. (15) can be explained as
follows. If the next event following the arrival of a head-
of-message packet is the arrival of another packet (which
has the probability 1 � r), this new packet can be viewed
as a new head-of-message packet belonging to a message of
length n � 1. Therefore, the probability that this new mes-
sage will succeed is Ŝn�1;i+1. If the event following the ar-
rival of the head-of-message packet is a departure of a packet
(which happens with probability r), the probability that the
message is successful is Ŝn;i�1, since it is equivalent to a
head-of-message packet that arrived at the system with Q

=i� 1 packets. So, combining the above two conditions, we
can get:

Ŝn;i =8>>>><
>>>>:

1 N � n+ 1 � i

i � N � 1

(1� r)Ŝn�1;i+1 + rŜn;i�1 N � n+ 1 � i

i � N � 1

0 i = N

(16)

For a large message, n > N , there is no guarantee that
this message will succeed, it’s success depended heavily on

the evolution of the system after the arrival of the head-of-
message packet even for the case of i = 0. So, for n > N

we get the following equations:

Ŝn;i =8>><
>>:

(1� r)Ŝn�1;i+1 + rŜn�1;i i = 0

(1� r)Ŝn�1;i+1 + rŜn;i�1 N � n+ 1 � i

i � N � 1

0 i = N

(17)

These recursions are computed in ascending order of both
n and i. For a system that employs the PEPD policy, for
high priority messages, the above recursions remain correct
only when the head-of-message packet arrives at the buffer
while the number of packets is below the high threshold, i.e.
Q = i < HT . For Q = i � HT , these new messages will
be discarded, so

Sh;n;i =

�
Ŝn;i i < HT

0 HT � i � N
(18)

with r = �=(�+ h�). Similarly, we can get

Sl;n;i =

�
Ŝn;i i < LT

0 LT � i � N
(19)

with r = �=(�+ (1� h)�), while the average is

Sn;i = (1� h)Ŝl;n;i + hŜl;n;i (20)

The above model is used to analyze the performance of
PEPD in the next section.

IV. NUMERICAL RESULTS

In this section, we present results from our analytical
model and simulation to illustrate the performance of PEPD.
We also validate the accuracy of our analytical model by
comparison with simulation results. In our experiment, we
set N = 120 packets, q = 1=6 which corresponds to the
case where the queue size is 20 times the mean message
length. The incoming traffic load (�) at the input to the
buffer is set in the range of 0:8 � 2:2, where � < 1 rep-
resents moderate load, and � � 1 corresponds to higher load
which results in congestion buildup at the buffer. Goodput
of the combined low and high priority packets is defined as
G = h �GH + (1� h) �GL as used in Eq. (20).

In order to validate our model, we compare it with re-
sults from computer simulation. The simulation setup is
simply two nodes compete for a single link with a queue
size 120 packets. The two nodes generate messages with a
mean length of 6 (measured in packets). Because the queue
occupancy is a critical parameter used for calculating the
goodput, we compare the queue occupancy obtained from
the model and computer simulation in Fig. 3. For q = 1=6,
it is clear that analytical and simulation results are in close
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agreement. Our proposed scheme results in the buffer occu-
pancy varying betweenLT andHT for even high loads. The
exact value depends on the average message length, queue
thresholds, etc.

Fig. 4 shows the goodput of the buffer using PEPD for
q = 1=6 (i.e. mean message length of 6) as a function of the
offered load. In this figure, the probability that a message is
of high priority is 0.5. From Fig. 4, it is clear that the re-
sults from our model and computer simulation fit well. So
we conclude that our model can be used to carry out an accu-
rate analysis the PEPD policy. Therefore, in the rest of this
section, we will use results from only the model to analyze
the performance of PEPD policy.

Fig. 5 shows the goodput for q = 1=6 as a function of
the offered load and for different mix (h) of high & low pri-
ority packets. For a particular load, increasing the fraction
of High Priority (HP) packets (h) results in a decrease of
throughput of both high and Low Priority (LP) packets. The
LP throughput decreases because the increase in h results
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Fig. 5. Goodput versus load for h = 0:2; 0:5 and 0.8 with N =

120; LT = 60; HT = 80; q = 1=6. G, GH and GL represents aver-
age goodput of all, high priority, and low priority packets respectively.

in fewer LP packets at the input to the buffer in addition to
LP packets competing with more HP packets in the buffer
space (0 to LT). On the other hand, increase in h results in
more HP packets. Since the amount of buffer space (HT-LT)
which is reserved for HP packets is the same, the through-
put of HP packets decrease. Note that the decrease in the
throughput of LP is much faster than the decrease in HP re-
sulting in the overall goodput (as defined by Eq. (20) being
constant. Our proposed technique allows higher goodput for
high priority packets which may required in scenarios where
an application may need a preferential treatment over other
applications.

In Fig. 6, we fix LT while varying HT to observe the be-
havior of the buffer. It is obvious that for a traffic containing
fewer high priority packets, increasing the HT will increase
the performance of the buffer for high priority packets. This
is because increasing HT will let the high priority packets
get more benefits from discarding low priority packets, es-
pecially for lower values of HT . Increasing HT will result
in an initial increase in the goodput for high priority packets
followed by a decrease. This is obvious, because for a very
high value of HT , the behavior of PEPD will approach that
of PPD for high priority packets.

Fig. 7 shows the goodput for high priority message versus
the fraction of high priority messages. It is also clear that for
a particular load, increasing the high priority traffic will de-
crease the performance for high priority packets as has been
observed in Fig 5.

Finally, in Fig. 8, we keep HT constant while changing
LT . For a load of 1.6 and a particular mix of high & low pri-
ority packets, we observe that the performance of high prior-
ity packets is not very sensitive to a change in LT . However,
when LT is set close to HT , the goodput for high prior-
ity packets will decrease quickly. This is because when the
two thresholds are set too close, the high priority packets do
not get enough benefits from discarding low priority pack-
ets. We suggest avoiding this mode of operation because the
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buffer is not fully utilized.

V. CONCLUSIONS

In this paper, we have proposed and developed a perfor-
mance model for the Priority based Early Packet Discard
(PEPD) to allow end to end QoS differentiation for appli-
cations over Next Generation Internet. To verify the valid-
ity of our proposed analytical model, we compared it with
results from computer simulation. Numerical results show
that the results from the model and computer simulation are
in close agreement. The numerical results also show that
our proposed PEPD policy can provide differential QoS to
low and high priority packets. Such service differentiation
is essential to provide QoS to applications running Differ-
entiated service over ATM. Our result show that the per-
formance of PEPD depends on the mix of high & low pri-
ority traffic, threshold setting, average message length, etc.
Given a certain QoS, the model can be used to dimension the
size of the buffer and the PEPD thresholds. Our model can
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serve as a framework to implement packet based discard-
ing schemes using priority. Results show that this scheme
solves some critical problems for running Differentiated Ser-
vice (DS) over ATM network by ensuring the QoS promised
by the Differentiated Service.
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Abstract

Currently there are two approaches to provide Quality of Service (QoS) in the next generation

Internet: An early one is the Integrated Services (IntServ) with the goal of allowing end-to-end

QoS to be provided to applications; the other one is the Differentiated Services (DiffServ)

architecture providing QoS in the backbone. In this context, a DiffServ network may be viewed

as a network element in the total end-to-end path. The objective of this paper is to investigate

the possibility of providing end-to-end QoS when IntServ runs over DiffServ backbone in the

next generation Internet. Our results show that the QoS requirements of IntServ applications

can be successfully achieved when IntServ traffic is mapped to the DiffServ domain in next

generation Internet.
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1 Introduction

Quality of Service (QoS) has become the objective of the next generation Internet. QoS is generally

implemented by different classes of service contracts for different users. A service class may provide

low-delay and low-jitter services for customers who are willing to pay a premium price to run high-

quality applications, such as, real-time multimedia. Another service class may provide predictable

services for customers who are willing to pay for reliability. Finally, the best-effort service provided

by current Internet will remain for those customers who need only connectivity.

The Internet Engineering Task Force (IETF) has proposed a few models to meet the demand

for QoS. Notable among them are the Integrated Services (IntServ) model [1] and Differentiated

Services (DiffServ) [2] model. The IntServ model is characterized by resource reservation. Before

data is transmitted, applications must set up paths and reserve resources along the path. The

basic target of the evolution of IntServ is to support various applications with different levels of

QoS within the TCP/IP (Transport Control Protocol/Internet Protocol) architecture. But IntServ

implementation requires RSVP (Resources Reservation Protocol) signaling and resource allocations

at every network element along the path. This imposes a bound on its incorporation for the entire

Internet backbone.

The DiffServ model is currently being standardized to overcome the above scalability issue, and

to accommodate the various service guarantees required for time critical applications. The DiffServ

model utilizes six bits in the TOS (Type of Service) field of the IP header to mark a packet for

being eligible for a particular forwarding behavior. The model does not require significant changes

to the existing infrastructure, and does not need many additional protocols. Therefore, with the

implementation of IntServ for small WAN networks and DiffServ for the Internet backbone, the

present TCP/IP traffic can meet the present day demands of real time and other quality required

traffic. Combining IntServ and DiffServ has been proposed by IETF in [3] [4] as one of the possible
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solutions to overcome the scalability problem.

To combine the advantages of DiffServ (good scalability in the backbone) and IntServ (per

flow QoS guarantee), a mapping from IntServ traffic flows to DiffServ classes has to be performed.

Some preliminary work has been carried out in this area. Authors in [5] present a concept for the

integration of both IntServ and DiffServ, and describe a prototype implementation using commercial

routers. However, they don’t present any numerical results. Authors in [6] present results to

determine performance differences between IntServ and DiffServ, as well as some characteristics

about their combined use.

The objective of this paper is to investigate the end to end QoS that can be achieved when

IntServ runs over the DiffServ network in the next generation Internet. Our approach is to add

a mapping function to the edge DiffServ router so that the traffic flows coming from IntServ

domain can be appropriately mapped into the corresponding Behavior Aggregates of DiffServ, and

then marked with the appropriate DSCP (Differentiated Service Code Point) for routing in the

DiffServ domain. We show that, without making any significant changes to the IntServ or DiffServ

infrastructure and without any additional protocols or signaling, it is possible to provide QoS to

IntServ applications when IntServ runs over a DiffServ network.

The significance of this work is that end-to-end QoS over heterogeneous networks could be

possible if the DiffServ backbone is used to connect IntServ subnetworks in the next generation

Internet. The main contributions of this paper can be summarized as follows:

• Propose a mapping function to run IntServ over the DiffServ backbone.

• Show that QoS can be achieved by end IntServ applications when running over DiffServ

backbone in the next generation Internet.

The rest of this paper is organized as follows. In Sections 2 and 3, we briefly present the
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main features of IntServ and DiffServ, respectively. In Section 4, we describe our approach for the

mapping from IntServ to DiffServ and the simulation configuration to test the effectiveness of our

approach. In Section 5, we analyze our simulation results to show that QoS can be provided to end

applications in the IntServ domain. Concluding remarks are finally given in Section 6.

2 Integrated Services

The Integrated Services (IntServ) model [1] characterized by resource reservation defines a set

of extensions to the traditional best effort model with the goal of providing end-to-end QoS to

applications. This architecture needs some explicit signaling mechanism to convey information to

routers so that they can provide requested services to flows that require them. RSVP is one of the

most widely known example of such a signaling mechanism. We will describe this mechanism in

details in Section 2.2. In addition to the best effort service, the integrated services model provides

two service levels as follows.

• Guaranteed service [7] for applications requiring firm bounds on end-to-end datagram queue-

ing delays.

• Controlled-load service [8] for applications requiring services closely equivalent to that pro-

vided to uncontrolled best effort traffic under unloaded (lightly loaded) network conditions.

We will discuss them in Sections 2.3 and 2.4, respectively.

2.1 Components of Integrated Services

The basic framework of integrated services [4] is implemented by four components: the signaling

protocol (e.g., RSVP), the admission control routine, the classifier and the packet scheduler. In this

model, applications must set up paths and reserve resources before transmitting their data. Network
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Figure 1: RSVP signaling for resource reservation.

elements will apply admission control to those requests. In addition, traffic control mechanisms on

the network element are configured to ensure that each admitted flow receives the service requested

in strict isolation from other traffic. When a router receives a packet, the classifier will perform

a MF (multifield) classification and put the packet in a specific queue. The packet scheduler will

then schedule the packet according to its QoS requirements.

2.2 RSVP Signaling

RSVP is a signaling protocol to reserve network resources for applications. Figure 1 illustrates

the setup and teardown procedures of PSVP protocol. The sender sends a PATH message to

the receiver specifying the characteristic of the required traffic. Every intermediate router along

the path forwards the PATH message to the next hop determined by the routing protocol. If

the receiver agrees the advertised flow, it sends a RESV message, which is forwarded hop by hop

via RSVP capable routers towards the sender of the PATH message. Every intermediate router

along the path may reject or accept the request. If the request is accepted, resources are allocated,

and RESV message is forwarded. If the request is rejected, the router will send an RESV-ERR

message back to the sender of the RESV message.

If the sender gets the RESV message, it means resources are reserved and data can be transmit-

ted. To terminate a reservation, a RESV-TEAR message is transmitted to remove the resource
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allocation and a PATH-TEAR message is sent to delete the path states in every router along the

path.

2.3 Guaranteed Service

Guaranteed service guarantees that datagrams will arrive within the guaranteed delivery time and

will not be discarded due to queue overflows, provided the flow’s traffic stays within its specified

traffic parameters [7]. The service provides assured level of bandwidth or link capacity for the data

flow. It imposes a strict upper bound on the end-to-end queueing delay as data flows through the

network. The packets encounter no queueing delay as long as they conform to the flow specifications.

It means packets cannot be dropped due to buffer overflow and they are always guaranteed the

required buffer space. The delay bound is usually large enough even to accommodate cases of long

queueing delays.

2.4 Controlled-load Service

The controlled-load service does not accept or make use of specific target values for control param-

eters such as delay or loss. Instead, acceptance of a request for controlled-load service is defined to

imply a commitment by the network elements to provide the requester with a service closely equiv-

alent to that provided to uncontrolled (best effort) traffic under lightly loaded conditions [8]. The

service aims at providing the same QoS under heavy loads as under unloaded conditions. Though

there is no specified strict bound on delay, it ensures that very high percentage of packets do not

experience delays highly greater than the minimum transit delay due to propagation and router

processing.
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3 Differentiated Services

The IntServ/RSVP architecture described in Section 2 can be used to provide QoS to applications.

All the routers are required to be capable of RSVP, admission control, MF classification and packet

scheduling, which needs to maintain all the information for each flow at each router. The above

issues raise scalability concerns in large networks [4]. Because of the difficulty in implementing and

deploying integrated services and RSVP, differentiated services is currently being developed by the

IETF [2].

Differentiated services (DiffServ) is intended to enable the deployment of scalable service dis-

crimination in the Internet without the need for per-flow state and signaling at every hop. The

premise of DiffServ networks is that routers in the core network handle packets from different traffic

streams by forwarding them using different per-hop behaviors (PHBs). The PHB to be applied

is indicated by a DiffServ Codepoint (DSCP) in the IP header of the packet [9]. The advantage

of such a mechanism is that several different traffic streams can be aggregated to one of a small

number of behavior aggregates (BA) which are each forwarded using the same PHB at the router,

thereby simplifying the processing and associated storage [10]. There is no signaling or processing

since QoS (Quality of Service) is invoked on a packet-by-packet basis [10].

The DiffServ architecture is composed of a number of functional elements, including a small set

of per-hop forwarding behaviors, packet classification functions, and traffic conditioning functions

which includes metering, marking, shaping and policing. The functional block diagram of a typical

DiffServ router is shown in Figure 2 [10]. This architecture provides Expedited Forwarding (EF)

service and Assured Forwarding (AF) service in addition to best-effort (BE) service as described

below.
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Figure 2: Major functional block diagram of a router.

3.1 Expedited Forwarding (EF)

This service is also been described as Premium Service. The EF service provides a low loss, low

latency, low jitter, assured bandwidth, end-to-end service for customers [11]. Loss, latency and jitter

are due to the queuing experienced by traffic while transiting the network. Therefore, providing

low loss, latency and jitter for some traffic aggregate means there are no queues (or very small

queues) for the traffic aggregate. At every transit node, the aggregate of the EF traffic’s maximum

arrival rate must be less than its configured minimum departure rate so that there is almost no

queuing delay for these premium packets. Packets exceeding the peak rate are shaped by the traffic

conditioners to bring the traffic into conformance.

3.2 Assured Forwarding

This service provides a reliable services for customers, even in times of network congestion. Classi-

fication and policing are first done at the edge routers of the DiffServ network. The assured service

traffic is considered in-profile if the traffic does not exceed the bit rate allocated for the service; oth-

erwise, the excess packets are considered out-of-profile. The in-profile packets should be forwarded
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with high probability. However, the out-of-profile packets are not delivered with as high probability

as the traffic that is within the profile. Since the network does not reorder packets that belong to

the same microflow, all packets, irrespective of whether they are in-profile or out-of-profile, are put

into an assured queue to avoid out-of-order delivery.

Assured Forwarding provides the delivery of packets in four independently forwarded AF classes.

Each class is allocated with a configurable minimum amount of buffer space and bandwidth. Each

class is in turn divided into different levels of drop precedence. In the case of network congestion,

the drop precedence determines the relative importance of the packets within the AF class. Figure

3 [12] shows four different AF classes with three levels of drop precedence.

3.3 Best Effort

This is the default service available in DiffServ, and is also deployed by the current Internet. It

does not guarantee any bandwidth to the customers, but can only get the bandwidth available.

Packets are queued when buffers are available and dropped when resources are over committed.
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4 Integrated Services over Differentiated Services Networks

In this section, we describe in details the mapping strategy adopted in this paper to connect the

IntServ and DiffServ domains. Simulation configuration that has been used to test the mapping

strategy is described in 4.3 .

4.1 Mapping Considerations for IntServ over DiffServ

In IntServ, resource reservations are made by requesting a service type specified by a set of quan-

titative parameters known as Tspec (Traffic Specification). Each set of parameters determines

an appropriate priority level. When requested services with these priority levels are mapped to

DiffServ domain, some basic requirements should be satisfied.

• PHBs in DiffServ domain must be appropriately selected for each requested service in IntServ

domain.

• The required policing, shaping and marking must be done at the edge router of the DiffServ

domain.

• Taking into account the resource availability in DiffServ domain, admission control must be

implemented for requested traffic in IntServ domain.

4.2 Mapping Function

The mapping function is used to assign an appropriate DSCP to a flow specified by Tspec parameters

in IntServ domain, such that the same QoS could be achieved for IntServ when running over

DiffServ domain. Each packet in the flow from the IntServ domain has a flow ID indicated by the

value of flow-id field in the IP (Internet Protocol) header. The flow ID attributed with the Tspec

parameters is used to determine which flow the packet belongs to. The main constraint is that the
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PHB treatment of packets along the path in the DiffServ domain must approximate the QoS offered

by IntServ itself. In this paper, we satisfy the above requirement by appropriately mapping the

flows coming from IntServ domain into the corresponding Behavior Aggregates, and then marking

the packets with the appropriate DSCP for routing in the DiffServ domain.

To achieve the above goal, we introduce a mapping function at the boundary router in DiffServ

domain as shown in Figure 4. Packets specified by Tspec parameters in IntServ domain are first

mapped to the corresponding PHBs in the DiffServ domain by appropriately assigning a DSCP

according to the mapping function. The packets are then routed in the DiffServ domain where

they receive treatment based on their DSCP code. The packets are grouped to BAs in the DiffServ

domain. Table 1 shows an example mapping function which has been used in our simulation. As an

instance, a flow in IntServ domain specified by r=0.7Mb, b=5000bytes and Flow ID=0 is mapped

to EF PHB (with corresponding DSCP 101110) in DiffServ domain, where r means token bucket

rate and b means token bucket depth.

Table 1: An example mapping function used in our simulation.

Tspec Flow ID PHB DSCP
r=0.7 Mb, b=5000 bytes 0 EF 101110
r=0.7 Mb, b=5000 bytes 1 EF 101110
r=0.5 Mb, b=8000 bytes 2 AF11 001010
r=0.5 Mb, b=8000 bytes 3 AF11 001010
r=0.5 Mb, b=8000 bytes 4 AF11 001010
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The sender initially specifies its requested service using Tspec. Note that it is possible for

different senders to use the same Tspec. However, they are differentiated by the flow ID. In addition,

it is also possible that different flows can be mapped to the same PHB in DiffServ domain.

4.3 Simulation Configuration

To test the effectiveness of our proposed mapping strategy between IntServ and DiffServ and to

determine the QoS that can be provided to IntServ applications, we carried out simulation using

the ns (Version 2.1b6) simulation tool from Berkeley [13]. The network configuration used in our

simulation is shown in Figure 5.

Ten IntServ sources were used in our simulation, the number of sources generating Guaranteed

services, Controlled-load services and best-effort services were two, three and five respectively. Ten

IntServ sinks served as destinations for the IntServ sources. We set the flow IDs to be the same as

the corresponding source number shown in Figure 5.
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All the links in Figure 5 are labeled with a (bandwidth, propagation delay) pair. The mapping

function shown in Table 1 has been integrated into the DiffServ edge router (See Figure 4). CBR

(Constant Bit Rate) traffic was used for all IntServ sources in our simulation so that the relationship

between the bandwidth utilization and bandwidth allocation can be more easily evaluated. Note

that ten admission control modules have been applied to each link between sources and DiffServ

edge routers to guarantee the resource availability within DiffServ domain. To save space, they are

not illustrated in Figure 5. Admission control algorithm was implemented by token bucket with

parameters specified in Table 1.

Inside the DiffServ edge router, EF queue was configured as a simple Priority Queue with Tail

Drop; AF queue was configured as RIO queue and BE queue as a RED [14] queue, which are

shown in Figure 6. The queue weights of EF, AF and BE queues were set to 0.4, 0.4 and 0.2

respectively. Since the bandwidth of the bottleneck link between two DiffServ routers is 5 Mb, the

above scheduling weights implies bandwidth allocations of 2 Mb, 2 Mb and 1 Mb for the EF, AF

and BE links respectively during periods of congestion at the edge router.

5 Simulation Results

In this section, results obtained from our simulation experiments are presented. The criteria used to

evaluate our proposed strategy are first described followed by the explanations of our experimental
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and numerical results.

5.1 Performance Criteria

To show the effectiveness of our mapping strategy in providing QoS to end IntServ applications,

we have used goodput, queue size and drop ratio as the performance criteria. In addition, in order

to prove the effectiveness of admission control mechanism, we also measured the non-conformant

ratio (the ratio of non-conformant packets out of in-profile packets). In Section 5.2, we present the

results of measurements of the above quantities from our simulation experiments.

5.2 QoS Obtained by Guaranteed Services

We use the following three simulation cases to determine the QoS obtained by IntServ applications.

As results, Table 2 shows the goodput of each Guaranteed service source for three different cases

described in Section 5.2. Table 3 shows the drop ratio measured at the scheduler for three cases

of the Guaranteed service sources. Table 4 shows the non-conformant ratio for each Guaranteed

service source. Figures 7, 8 and 9 show the queue size for each of the three case, from which the

queuing delay and jitter can be evaluated.

Table 2: Goodput of each Guaranteed service source (Unit: Kb/S)

Tspec Flow ID Case 1 Case 2 Case 3
r=0.7 Mb, b=5000 bytes 0 699.8250 699.8039 459.8790
r=0.7 Mb, b=5000 bytes 1 699.8039 699.6359 1540.1400

Table 3: Drop ratio of Guaranteed service traffic.

Type of traffic Case 1 Case 2 Case 3
Guaranteed service Traffic 0.000000 0.000000 0.258934
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Table 4: The non-conformant ratio for each Guaranteed service source

Tspec Flow ID Case 1 Case 2 Case 3
r=0.7 Mb, b=5000 bytes 0 0.00026 0.00026 0.00026
r=0.7 Mb, b=5000 bytes 1 0.00026 0.22258 0.00040

5.2.1 Case 1: No congestion; no excessive traffic

The traffic generated by Guaranteed service sources (source 0 and source 1) were set to 0.7 Mb and

0.7 Mb, respectively. In this case, the traffic rate is equal to the bucket rate (0.7 Mb, shown in

Table 1), which means there should not be any significant excessive IntServ traffic. According to

the network configuration described in Section 4.3, two Guaranteed service sources generate 1.4 Mb

traffic which is less than the corresponding scheduled link bandwidth for Guaranteed service (EF in

DiffServ domain) traffic (2Mb). Under this scenario, there should not be any significant congestion

at the edge DiffServ router.

Case 1 is an ideal case. As seen in Table 2, the goodput is almost equal to the corresponding

source rate. From Table 3, since there is no significant congestion, the drop ratio of each type

of sources is zero. Table 4 shows the performance of admission control mechanism. Since there

is no excessive traffic in this case, the non-conformant ratio is almost zero. Figure 7 shows the

queuing performance of each queue. Because this is an ideal case, the size of each queue is very

small. Though the three queues have almost the same average size, we observe that the BE queue

of IntServ (mapping to BE queue in DiffServ domain, according to the mapping function) has the

largest jitter.

5.2.2 Case 2: No congestion; Guaranteed service source 1 generates excessive traffic

The traffic generated by Guaranteed service sources (source 0 and source 1) were set to 0.7 Mb and

0.9 Mb, respectively. In this case, the traffic rate of source 1 is greater than its corresponding bucket
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Figure 7: Queue size plots for Case 1.

rate (0.7 Mb, shown in Table 1), which means source 1 generates excessive IntServ traffic. According

to the network configuration described in Section 4.3, two Guaranteed service sources generate 1.6

Mb traffic which is less than the corresponding scheduled link bandwidth for Guaranteed service

(EF in DiffServ domain) traffic (2Mb). Under this scenario, there should not be any significant

congestion at the edge DiffServ router.

In case 2, from Table 2, the goodput of source 0 is equal to its source rate. However, the

goodput of source 1 is equal to the corresponding token rate, 0.7 Mb, rather than its source rate,

0.9 Mb. Table 3 shows that the drop ratio of Guaranteed service is 0. The reason is that, in this

case, there is no congestion for Guaranteed service traffic. Table 4 indicates how the admission

control mechanism works. As seen in this table, the non-conformant packets ratio of source 1 is

increased, compared to case 1. It is because source 1 generates excessive traffic in this case. From

Figure 8, we find that the average queue size of the best effort queue is far greater than the other
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Figure 8: Queue size plots for Case 2.

two types of sources. In addition, the jitter of best effort traffic is also greater than the other

two types of sources. The Guaranteed service traffic has the smallest average queue size and the

smallest jitter. In addition, compared with Figure 7, the upper bound of Guaranteed service queue

is guaranteed, though the source 1 generates more traffic than what it has reserved. This well

satisfies requirements from [7].

5.2.3 Case 3: Guaranteed service gets into congestion; no excessive traffic

The traffic generated by Guaranteed service sources (source 0 and source 1) were set to 0.7 Mb

and 2 Mb, respectively. To simulate a congested environment, we set the token rate of source

1 to 2 Mb also. In this case, the traffic rate of source 1 is equal to its corresponding bucket

rate (2 Mb), which means there is no significant excessive IntServ traffic. According to the network

configuration described in Section 4.3, two Guaranteed service sources generate 2.7 Mb traffic which
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Figure 9: Queue size plots for Case 3.

is greater than the corresponding scheduled link bandwidth for Guaranteed service (EF in DiffServ

domain) traffic (2Mb). Under this scenario, Guaranteed service traffic gets into congestion at the

edge DiffServ router.

Case 3 is used to evaluate our mapping function under congested environments. As expected, we

find the drop ratio (measured at scheduler) of Guaranteed service traffic is increased, and the total

goodput of Guaranteed service is limited by the output link bandwidth assigned by the scheduler

(2Mb), instead of 2.7 Mb. Since there is no excessive traffic, from Table 4, the no-conformant

packets ratio of both of the Guaranteed service sources are closed to 0. From Figure 9, since we

increase the token rate of one of the Guaranteed service source (source 1), the upper bound of

Guaranteed service is increased, which is reasonable. In addition, the Guaranteed service queue still

has the smallest jitter.
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5.3 QoS Obtained by Controlled-load Services

Because of the similarity between the results of Guaranteed service and Controlled-load service, all

our descriptions in Section 5.2 are focused on Guaranteed service. We only give out results for

Controlled-load service without detailed explanations.

We use case 2 described in Section 5.2.2 as an example. As described in Section 4.3, we used

three Controlled-load service sources in our simulation: sources 2, 3 and 4. The token bucket

parameters are shown in Table 1. We set the source rate of sources 2 and 4 to 0.5 Mb, 0.5 Mb,

respectively, and set the rate of source 3 to 0.7 Mb (greater than its token rate, 0.5 Mb). Therefore,

source 3 generates excessive traffic. The total Controlled-load service traffic is 1.7 Mb, which is less

than the scheduled link bandwidth; therefore, there should not be any significant congestion.

Table 5 shows the goodput of each Controlled-load source. Table 6 shows the drop ratio of

Controlled-load service measured at scheduler. Table 7 shows the non-conformant ratio. Figure 10

shows the queue size of this case. Note that though the non-conformant ratio of source 3 is much

higher that the other two (shown in Table 7), the goodput of source3 (shown in Table 5) is equal to

its source rate (0.7 Mb). It is because the non-conformant packets are degraded and then forwarded,

which is one of the forwarding schemes for non-conformant packets proposed by [8].

Table 5: Goodput of each Controlled-load service source (Unit: Kb/S)

Tspec Flow ID Case 2
r=0.5 Mb, b=8000 bytes 2 499.9889
r=0.5 Mb, b=8000 bytes 3 700.0140
r=0.5 Mb, b=8000 bytes 4 499.9889

Table 6: Drop ratio of Controlled-load service traffic.

Type of traffic Case 2
Controlled-load Traffic 0.000000
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Table 7: The non-conformant ratio for each Controlled-load service source

Tspec Flow ID Case 2
r=0.5 Mb, b=8000 bytes 2 0.00000
r=0.5 Mb, b=8000 bytes 3 0.28593
r=0.5 Mb, b=8000 bytes 4 0.00000
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Figure 10: Queue size plots.

5.4 Observations

From the above results, we can arrive at the following observations:

• The upper bound of queueing delay of Guaranteed service is guaranteed. In addition, Guaran-

teed service always has the smallest jitter without being affected by other traffic flows, though

[7] says it does not attempt to minimize the jitter. This well satisfies requirements from [7].

• The Controlled-load service has the smaller jitter and queue size than the best effort traffic.

Furthermore, non-conformant packets are degraded and then forwarded, which is proved by
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our simulation. This well satisfies requirements from [8].

We therefore, conclude that the QoS requirements of IntServ can be successfully achieved when

IntServ traffic is mapped to the DiffServ domain in next generation Internet.

6 Conclusion

In this paper, we have proposed DiffServ as the backbone network to interconnect IntServ sub-

networks. We have designed a mapping function to map traffic flows coming from IntServ with

different priorities to the corresponding PHBs in the DiffServ domain.

The proposed scheme has been studied in detail using simulation. It has been found that the

QoS requirements of IntServ can be achieved when IntServ subnetworks run over DiffServ. We

have illustrated our scheme by mapping IntServ traffic of three different priorities to the three

service classes of DiffServ. The ability of our scheme to provide QoS to end IntServ applications

has been demonstrated by measuring the drop ratio, goodput, non-conformant ratio and queue

size. We found that the upper bound of queueing delay of Guaranteed service is guaranteed. In

addition, Guaranteed service always has the smallest jitter without being affected by other traffic

flows, though [7] says it does not attempt to minimize the jitter. The Controlled-load service has

the smaller jitter and queue size than the best effort traffic. Furthermore, non-conformant packets

are degraded and then forwarded, which is proved by our simulation.
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Abstract

Aeronautical Telecommunication Network (ATN) has been developed by the International
Civil Aviation Organization to integrate Air-Ground and Ground-Ground data communication
for aeronautical applications into a single network serving Air Traffic Control and Aeronautical
Operational Communications [1]. To carry time critical information required for aeronauti-
cal applications, ATN provides different Quality of Services (QoS) to applications. ATN has
therefore, been designed as a standalone network which implies building an expensive separate
network for ATN. However, the cost of operating ATN can be reduced if it can be run over
a public network such as the Internet. Although the current Internet does not provide QoS,
the next generation Internet is expected to provide QoS to applications. The objective of this
paper is to investigate the possibility of providing QoS to ATN applications when it is run over
the next generation Internet. Differentiated Services (DiffServ), one of the protocols proposed
for the next generation Internet, will allow network service providers to offer different QoS to
customers. Out results show that it is possible to provide QoS to ATN applications when they
run over a DiffServ backbone.

1 Introduction

The International Civil Aviation Organization (ICAO) has developed the Aeronautical Telecom-
munication Network (ATN) as a commercial infrastructure to integrate Air-Ground and Ground-
Ground data communication into a single network to serve air traffic control and aeronautical
operational communications [1]. One of the objectives of ATN internetwork is to accommodate dif-
ferent Quality of Service (QoS) required by ATSC (Air Traffic Services Communication) and AINSC
(Aeronautical Industry Service Communication) applications, and the organizational policies for
interconnection and routing specified by each participating organization. In the ATN, priority has
the essential role of ensuring that high priority safety related and time critical data are not delayed
by low priority non-safety data, especially when the network is overloaded with low priority data.

The time critical information carried by ATN and the QoS required by ATN applications has led
to the development of the ATN as an expensive independent network. The largest public network,
the Internet, only offers point-to-point best-effort service to the users and hence is not suitable for
carrying time critical ATN traffic. However, the rapid commercialization of the Internet has given
rise to demands for QoS over the Internet.

QoS is generally implemented by different classes of service contracts for different users. A
service class may provide low-delay and low-jitter services for customers who are willing to pay

1The work reported in this project was supported by NASA grant no. NAG3-2318
2The second author is currently with the School of Computer Science, University of Oklahoma, Norman, OK

73072, Tel: (405) 325 8077, email: atiq@ou.edu
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a premium price to run high-quality applications, such as, real-time multimedia. Another service
class may provide predictable services for customers who are willing to pay for reliability. Finally,
the best-effort service provided by current Internet will remain for those customers who need only
connectivity.

The Internet Engineering Task Force (IETF) has proposed a few models to meet the demand
for QoS. Notable among them are the Integrated Services (IntServ) model [2] and Differentiated
Services (DiffServ) [3] model. The IntServ model is characterized by resource reservation; before
data is transmitted, applications must set up paths and reserve resources along the path. This
gives rise to scalability issues in the core routers of large networks. The DiffServ model is currently
being standardized to overcome the above scalability issue, and to accommodate the various service
guarantees required for time critical applications. The DiffServ model utilizes six bits in the TOS
(Type of Service) field of the IP header to mark a packet for being eligible for a particular forwarding
behavior. It The model does not require significant changes to the existing infrastructure, and does
not need too many additional protocols.

A significant cost saving can be achieved if the ATN protocol could be run over the next gen-
eration Internet protocol as shown in Figure 1. In this paper, we are interested in developing a
framework to run ATN over the next generation Internet. This requires appropriate mapping of
parameters at the edge routers between the two networks. The objective of this paper is to investi-
gate the QoS that can be achieved when ATN runs over the DiffServ network in the next generation
Internet. Based on the similarity between an IP packet and an ATN packet, our approach is to
add a mapping function to the edge DiffServ router so that the traffic flows coming from ATN can
be appropriately mapped into the corresponding Behavior Aggregates of DiffServ, and then marked
with the appropriate DSCP (Differentiated Service Code Point) for routing in DiffServ domain.
We show that, without making any significant changes to the ATN or DiffServ infrastructure and
without any additional protocols or signaling, it is possible to provide QoS to ATN applications
when ATN runs over a DiffServ network.

The significance of this work is that considerable cost savings could be possible if the next
generation Internet backbone can be used to connect ATN subnetworks. The main contributions
of this paper can be summarized as follows:

• Propose a framework to run ATN over the DiffServ network.

• Show that QoS can be achieved by end ATN applications when run over the next generation
Internet.

The rest of this paper is organized as follows. In Sections 2 and 3, we briefly present the
main features of ATN and DiffServ, respectively. In Section 4, we describe our approach for the
interconnection of ATN and DiffServ and the simulation configuration to test the effectiveness of
our approach. In Section 5, we analyze our simulation results to show that QoS can be provided
to end applications in the ATN domain. Concluding remarks are finally given in Section 6.

2 Aeronautical Telecommunication Network (ATN)

In the early 1980s, the International Civil Aviation Organization (ICAO ) recognized the increasing
limitations of the present air navigation systems and the need for improvements to take civil aviation
into the 21st century. The need for changes in the current global air navigation system is due to
two principal factors:

• The present and growing air traffic demand which the current system will be unable to cope.
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Figure 1: Interconnection between ATN and Differentiated Services.

• The need for global consistency in the provisioning of air traffic services during the progression
towards a seamless air traffic management system.

The above factors gave rise to the concept of the Aeronautical Telecommunication Network (ATN) [4].
ATN is both a ground-based network providing communications between ground-based users,

and an air-ground network providing communications between airborne and ground users. It was
always intended that ATN should be built on existing technologies instead of inventing new ap-
proaches. The Internet approach was seen as the most suitable approach, and was therefore selected
as the basis for the ATN. ATN is made up of End Systems, Intermediate Systems, ground-ground
subnetworks and air-ground subnetworks as shown in Figure 1.

2.1 Priority in ATN

The ATN has been designed to provide a high reliability/availability network by ensuring that
there is no single point of failure, and by permitting the availability of multiple alternative routes
to the same destination with dynamic switching between alternatives. Every ATN user data is
given a relative priority on the network in order to ensure that low priority data does not impede
the flow of high priority data. The purpose of priority is to signal the relative importance and
(or) precedence of data, such that when a decision has to be made as to which data to act first,
or when contention for access to shared resources has to be resolved, the decision or outcome
can be determined unambiguously and in line with user requirements both within and between
applications.

Priority in ATN is signaled separately by the application in the transport layer, network layer,
and in ATN subnetworks, which gives rise to Transport Priority, Network Priority and Subnet
Priority [5]. Network priority is used to manage the access to network resources. During periods of
high network utilization, higher priority NPDUs (Network Protocol Data Units) may therefore be
expected to be more likely to reach their destination (i.e. be less likely to be discarded by a congested
router), and to have a lower transit delay (i.e. be more likely to be selected for transmission from
an outgoing queue) than lower priority packets. In this paper, we focus on network priority which
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Figure 2: Similarity between an IP packet and an ATN packet

determines the sharing of limited network resources.

2.2 ATN packet format

Figure 2 shows the correspondence between the fields of an IP packet header and the network layer
packet header of ATN. It is seen that the fields of IP and ATN packets carry similar information,
and thus can almost be mapped to each other. This provides the possibility for mapping ATN
to DiffServ (which uses the IP packet header except for the Type of Service byte) to achieve the
required QoS when they are interconnected.

The NPDU header of an ATN packet contains an option part including an 8-bit field named
Priority which indicates the relative priority of the NPDU [1]. The values 0000 0001 through
0000 1110 are to be used to indicate the priority in an increasing order. The value 0000 0000
indicates normal priority.

3 Differentiated Services

Differentiated services (Diffserv) is intended to enable the deployment of scalable service discrimi-
nation in the Internet without the need for per-flow state and signaling at every hop. The premise
of Diffserv networks is that routers in the core network handle packets from different traffic streams
by forwarding them using different per-hop behaviors (PHBs). The PHB to be applied is indicated
by a Diffserv Codepoint (DSCP) in the IP header of the packet [6]. The advantage of such a
mechanism is that several different traffic streams can be aggregated to one of a small number of
behavior aggregates (BA) which are each forwarded using the same PHB at the router, thereby
simplifying the processing and associated storage [7]. There is no signaling or processing since QoS
(Quality of Service) is invoked on a packet-by-packet basis [7].
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The Diffserv architecture is composed of a number of functional elements, including a small set
of per-hop forwarding behaviors, packet classification functions, and traffic conditioning functions
which includes metering, marking, shaping and policing. The functional block diagram of a typical
Diffserv router is shown in Figure 3 [7]. This architecture provides Expedited Forwarding (EF)
service and Assured Forwarding (AF) service in addition to best-effort (BE) service as described
below.

3.1 Expedited Forwarding (EF)

This service is also been described as Premium Service. The EF service provides a low loss, low
latency, low jitter, assured bandwidth, end-to-end service for customers [8]. Loss, latency and jitter
are due to the queuing experienced by traffic while transiting the network. Therefore, providing
low loss, latency and jitter for some traffic aggregate means there are no queues (or very small
queues) for the traffic aggregate. At every transit node, the aggregate of the EF traffic’s maximum
arrival rate must be less than its configured minimum departure rate so that there is almost no
queuing delay for these premium packets. Packets exceeding the peak rate are shaped by the traffic
conditioners to bring the traffic into conformance.

3.2 Assured Forwarding

This service provides a reliable services for customers, even in times of network congestion. Classi-
fication and policing are first done at the edge routers of the DiffServ network. The assured service
traffic is considered in-profile if the traffic does not exceed the bit rate allocated for the service; oth-
erwise, the excess packets are considered out-of-profile. The in-profile packets should be forwarded
with high probability. However, the out-of-profile packets are not delivered with as high probability
as the traffic that is within the profile. Since the network does not reorder packets that belong to
the same microflow, all packets, irrespective of whether they are in-profile or out-of-profile, are put
into an assured queue to avoid out-of-order delivery.

Assured Forwarding provides the delivery of packets in four independently forwarded AF classes.
Each class is allocated with a configurable minimum amount of buffer space and bandwidth. Each
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class is in turn divided into different levels of drop precedence. In the case of network congestion,
the drop precedence determines the relative importance of the packets within the AF class. Figure
4 [9] shows four different AF classes with three levels of drop precedence.

3.3 Best Effort

This is the default service available in DiffServ, and is also deployed by the current Internet. It
does not guarantee any bandwidth to the customers, but can only get the bandwidth available.
Packets are queued when buffers are available and dropped when resources are over committed.

4 ATN over Differentiated Services

In this section, we describe in detail the mapping strategy adopted in this paper to connect the
ATN and DS domains followed by the simulation configuration we have used to test the mapping.

4.1 Mapping Function

Our goal is to use differentiated services to achieve QoS for ATN to integrate Air/Ground and
Ground/Ground data communications into a global Internet serving Air Traffic Control (ATC) and
Aeronautical Operations Communications (AOC). The main constraint is that the PHB treatment
of packets along the path in the DiffServ domain must approximate the QoS offered in the ATN
network. In this paper, we satisfy the above requirement by appropriately mapping the traffic
coming from ATN into the corresponding Behavior Aggregates, and then marking the packets with
the appropriate DSCP for routing in the DiffServ domain.

To achieve the above goal, we introduce a mapping function at the boundary router between
the ATN and DiffServ domain as shown in Figure 5. Packets with different priorities from the
ATN domain are first mapped to the corresponding PHBs in the DiffServ domain by appropriately
assigning a DSCP according to the mapping function. The packets are then routed in the DiffServ
domain where they receive treatment based on their DSCP code. The packets are grouped to BAs
in the DiffServ domain. Table 1 shows an example mapping function which has been used in our
simulation.
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Table 1: An example mapping function used in our simulation.

ATN Priority Code Priority PHB DSCP
0000 0000 Normal BE 000000
0000 0111 Medium AF11 001010
0000 1110 High EF 101110

4.2 Simulation Configuration

To test the effectiveness of our proposed mapping strategy between ATN and DiffServ and to
determine the QoS that can be provided to ATN applications, we carried out simulation using
the ns (Version 2.1b6) simulation tool from Berkeley [10]. The network configuration used in our
simulation is shown in Figure 6.

Ten ATN sources were used in our simulation, the number of sources generating high, medium
and normal priority packets were two, three and five respectively. Ten ATN sinks served as desti-
nations for the ATN sources.

All the links in Figure 6 are labeled with a (bandwidth, propagation delay) pair. For the purpose
of ATN over Diffserv, the mapping function shown in Table 1 has been integrated into the edge
DiffServ router. CBR (Constant Bit Rate) traffic was used for all ATN sources in our simulation
so that the relationship between the bandwidth utilization and bandwidth allocation can be more
easily evaluated.

Inside the DiffServ router, EF queue was configured as a simple Priority Queue with Tail
Drop. AF queue was configured as RIO queue and BE queue as a RED [11] queue. The queue
weights of EF, AF and BE queues were set to 0.4, 0.4 and 0.2 respectively. Since the bandwidth
of the bottleneck link between two DiffServ routers is 5 Mb, the above scheduling weights implies
bandwidth allocations of 2 Mb, 2 Mb and 1 Mb for the EF, AF and BE links respectively during
periods of congestion at the edge router.

5 Simulation Results

In this section, results obtained from our simulation experiments are presented. The criteria used
to evaluate our proposed strategy are described followed by the description of our experiments and
numerical results.
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5.1 Performance Criteria

To show the effectiveness of our mapping strategy in providing QoS to end ATN applications, we
have used goodput, queue size and drop ratio as the performance criteria. In the next section, we
present the results of measurements of the above quantities from our simulation experiments.

5.2 Simulation Cases

We use the following four simulation cases to determine the QoS obtained by ATN sources.

• Case 1: No congestion: The traffic generated by the each high, medium and normal
priority sources were set to 1 Mb, 0.666 Mb and 0.2 Mb respectively. According to the network
configuration described in Section 4.2, there are two, three and five sources generating high,
medium and normal priority traffic of 2Mb, 2Mb and 1Mb respectively. The amount of
traffic of different priority are equal to the corresponding output link bandwidth assigned by
scheduler described in Section 4.2. Under this scenario, there should not be any significant
congestion at the edge DiffServ router because the sum of the traffic from the sources is equal
to the bandwidth of the bottleneck link.

• Case 2: Normal priority traffic gets into congestion: The traffic generated by the
each high, medium and normal priority sources were set to 1 Mb, 0.666 Mb and 0.6 Mb
respectively. According to the network configuration described in Section 4.2, there are two,
three and five sources generating high, medium and normal priority traffic of 2Mb, 2Mb
and 3Mb respectively. The amount of traffic of high and medium priority are still equal
to the corresponding output link bandwidth assigned by scheduler described in Section 4.2.
However, the amount of traffic of normal priority is greater than its corresponding output
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link bandwidth. Under this scenario, the normal priority traffic gets into congestion at the
edge Diffserv router.

• Case 3: Medium priority traffic gets into congestion: The traffic generated by the
each high, medium and normal priority sources were set to 1Mb, 1.333 Mb and 0.2 Mb
respectively. According to the network configuration described in Section 4.2, there are two,
three and five sources generating high, medium and normal priority traffic of 2Mb, 4Mb
and 1Mb respectively. The amount of traffic of high and normal priority are still equal to
the corresponding output link bandwidth assigned by scheduler described in Section 4.2.
However, the amount of traffic of medium priority is greater than its corresponding output
link bandwidth. Under this scenario, the medium priority traffic gets into congestion at the
edge Diffserv router.

• Case 4: Both medium and normal priority traffics get into congestion: The traffic
generated by the each high, medium and normal priority sources were set to 1Mb, 1.333 Mb
and 0.6 Mb respectively. According to the network configuration described in Section 4.2,
there are two, three and five sources generating high, medium and normal priority traffic
of 2Mb, 4Mb and 3Mb respectively. The amount of traffic of high priority is still equal
to the corresponding output link bandwidth assigned by scheduler described in Section 4.2.
However, the amount of traffic of both medium and normal priority are greater than their
corresponding output link bandwidth. Under this scenario, both medium and normal priority
traffics get into congestion at the edge Diffserv router.

5.3 Numerical Results

Table 2 shows the goodput of each ATN source for four different cases described in Section 5.2.
Table 3 shows the drop ratio measured at the scheduler for four cases of the three different types
of ATN sources. Figures 7, 8, 9 and 10 show the queue size for each of the four case (from Case 1
to Case 4), from which the queuing delay and jitter can be evaluated.

Table 2: Goodput of each ATN source (Unit: Kb/S)

Sources Case 1 Case 2 Case 3 Case 4
High priority Sources Source 0 999.9990 999.9990 999.9990 999.9990

Source 1 999.9990 999.9990 999.9990 999.9990
Source 2 666.6660 666.6660 668.2409 668.4719

Medium priority Sources Source 3 666.6660 666.6660 667.3379 667.5270
Source 4 666.6660 666.6660 664.4189 663.9990
Source 5 200.0039 199.6469 200.0039 199.4790
Source 6 200.0039 201.8520 200.0039 201.9780

Normal priority Sources Source 7 200.0039 202.4190 200.0039 201.6840
Source 8 199.9830 199.8779 199.9830 200.4660
Source 9 200.0039 196.2030 200.0039 196.3920

Case 1 is an ideal case. Each type of source (high, medium and normal priority sources)
generates traffic at the rate equal to the bandwidth assigned by the scheduler. Therefore, there is
no significant network congestion at the edge Diffserv router. As seen in Table 2, the goodput of
each source is almost the same as its traffic generation rate. From Table 3, the drop ratio of each
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Table 3: Drop ratio of ATN traffic.

Type of traffic Case 1 Case 2 Case 3 Case 4
High priority Traffic 0.000000 0.000000 0.000000 0.000000

Medium priority Traffic 0.000000 0.000000 0.499817 0.499834
Normal priority Traffic 0.000000 0.665638 0.000000 0.665616
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Figure 7: Queue size plots for Case 1

type of sources is zero. Figure 7 shows the queuing performance of each queue. Because this is an
ideal case, the size of each queue is very small. Though the three queues have almost the same
average size, we observe that the normal priority queue (mapping to BE queue, according to the
mapping function) has the largest jitter. delay).

In case 2, we increased the traffic generation rate of normal priority sources, keeping the rates
of the other two types of traffic unchanged. The traffic generating rate of each normal priority
source is set to 0.6Mb. In this case, the normal priority traffic gets congested. As shown by Table
3, the drop ratio of normal priority traffic is greatly increased. However, drop ratio for the other
two sources still remain at zero. As seen in Table 2, the goodput of normal priority traffic for each
source is only about 0.2Mb, instead of the traffic generation rate of 0.6Mb. The reason is that the
total available output bandwidth of normal priority traffic has been assigned to 1Mb by scheduler.
From Figure 8, we find that the average queue size of the normal priority queue is far greater than
the other two types of sources. In addition, the jitter of normal priority traffic is also greater than
the other two types of sources. The high priority traffic has the smallest average queue size and
the smallest jitter.

Case 3 is very similar to case 2. The only difference is that the medium priority traffic, rather
than normal priority traffic, gets into congestion. As expected, we find the drop ratio of medium
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Figure 8: Queue size plots for Case 2.

priority traffic is increased with other two traffic types remaining at zero, and the goodput is also
limited by the output link bandwidth assigned by the scheduler (which is 2Mb). From Figure 9,
we find that both the jitter and the average queue size of medium priority traffic are far greater
than the other two traffic types. The high priority traffic has the smallest average queue size and
the smallest jitter.

In Case 4, we increased the traffic generation rates of both medium and normal priority sources.
Both of them get into network congestion in this case. We find from Table 3 that the drop ratio
of high priority traffic remains at zero, and drop ratios of both medium priority traffic and normal
priority traffic are greatly increased. Furthermore, the drop ratio of normal priority traffic is greater
than that of medium priority traffic. As shown by Table 2, the goodput of both the medium and
normal priority traffic are limited by their link bandwidths allocated by scheduler. From Figure
10, we see that the normal priority traffic has both the biggest jitter and biggest average queue
size. We can also find that the high priority traffic has both the smallest jitter and smallest average
queue size.

From the above results, we can arrive at the following observations:

• The high priority traffic always has the smallest jitter, the smallest average queue size and the
smallest drop ratio without being affected by the performance of other traffic. In other words,
the high priority traffic receives the highest priority, which satisfies the priority requirements
of ATN.

• The medium priority traffic has smaller drop ratio, jitter and queue size than the normal
priority traffic, even in the presence of network congestion. This also satisfies the priority
requirements of ATN.

We therefore, conclude that the priority requirements of ATN can be successfully achieved when
ATN traffic is mapped to the DiffServ domain in next generation Internet.
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Figure 9: Queue size plots for Case 3
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Figure 10: Queue size plots for Case 4
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6 Conclusion

In this paper, we have proposed DiffServ as the backbone network to interconnect ATN subnetworks.
We have designed a mapping function to map traffic flows coming from ATN with different priorities
(indicated by the priority field in ATN packet header) to the corresponding PHBs in the DiffServ
domain.

The proposed scheme has been studied in detail using simulation. It has been found that the
QoS requirements of ATN can be achieved when ATN runs over DiffServ. We have illustrated our
scheme by mapping ATN traffic of three different priorities to the three service classes of DiffServ.
The ability of our scheme to provide QoS to end ATN applications has been demonstrated by
measuring the drop ratio, goodput and queue size. We found that the high priority ATN traffic has
the smallest jitter, the smallest average queue size and the smallest drop ratio, and is unaffected
by the performance of other traffic. Moreover, the medium priority ATN traffic has a smaller drop
ratio, jitter and queue size than the normal traffic, even in the presence of network congestion.

Acknowledgements

The authors thank NASA for support of this project. Faruque Ahamed carried out some initial
work on this project.

References

[1] ATNP, “ATN SARPs - 2nd edition.” Final Editor’s drafts of the ATN SARPs, December 1999.

[2] R. Braden, D. Clark, and S. Shenker, “Integrated services in the internet architecture: an
overview.” RFC 1633, June 1994.

[3] S. Blake, D. Black, M. Carlson, E. Davies, Z. Wang, and W. Weiss, “An architecture for
differentiated services.” RFC 2475, December 1998.

[4] ATNP, “Comprehensive ATN manual (CAMAL).” Final Editor’s drafts of the ATN Guidance
Material, January 1999.

[5] H. Hof, “Change proposal for improved text on the ATN priority architecture.”
ATNP/WG2/WP174, October 1995.

[6] K. Nichols, S.Blake, F. Baker, and D.Black, “Definition of the differentiated services field
(DS field) in the IPv4 and IPv6 headers.” RFC 2474, December 1998.

[7] Y. Bernet, S. Blake, D. Grossman, and A. Smith, “An informal management model for diffserv
routers.” draft-ietf-diffserv-model-04.txt, July 2000.

[8] V. Jacobson, K. Nichols, and K. Poduri, “An expedited forwarding PHB.” RFC 2598, June
1999.

[9] J. Heinanen, F. Baker, W. Weiss, and J. Wroclawski, “Assured forwarding PHB group.” RFC
2597, June 1999.

[10] VINT Project U.C. Berkeley/LBNL, “ns v2.1b6: Network simulator.” http://www-
mash.cs.berkeley.edu/ns/, January 2000.

13



[11] S. Floyd and V. Jacobson, “Random early detection gateways for congestion avoidance,”
IEEE/ACM Transactions on Networking, vol. 1, no. 4, pp. 397–413, August 1993.

14



 
 
 
 
 
 
 
 
 

Paper 4 
 

A. Durresi, S. Kota, M. Goyal, R. Jain, V. Bharani, 
“Achieving QoS for TCP traffic in Satellite Networks 

with Differentiated Services” 



1

Achieving QoS for TCP traffic in Satellite Networks with Differentiated Services∗

Arjan Durresi1, Sastri Kota2, Mukul Goyal1, Raj Jain3, Venkata Bharani1

1Department of Computer and Information Science, The Ohio State University,
2015 Neil Ave, Columbus, OH 43210-1277, USA

Tel: 614-688-5610, Fax: 614-292-2911, Email: {durresi, mukul, bharani}@cis.ohio-state.edu

2Lockheed Martin
60 East Tasman Avenue MS: C2135

San Jose CA 95134, USA
Tel: 408-456-6300/408- 473-5782, Email: sastri.kota@lmco.com

3Nayna Networks, Inc.
157 Topaz St., Milpitas, CA 95035, USA

Tel: 408-956-8000X309, Fax: 408-956-8730, Email: raj@nayna.com
ABSTRACT

Satellite networks play an indispensable role in providing global Internet access and electronic

connectivity.  To achieve such a global communications, provisioning of quality of service (QoS)

within the advanced satellite systems is the main requirement.  One of the key mechanisms of

implementing the quality of service is traffic management.  Traffic management becomes a crucial

factor in the case of satellite network because of the limited availability of their resources.

Currently, Internet Protocol (IP) only has minimal traffic management capabilities and provides

best effort services.  In this paper, we presented a broadband satellite network QoS model and

simulated performance results. In particular, we discussed the TCP flow aggregates performance

for their good behavior in the presence of competing UDP flow aggregates in the same assured

forwarding.  We identified several factors that affect the performance in the mixed environments

and quantified their effects using a full factorial design of experiment methodology.
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1. INTRODUCTION

The increasing worldwide demand for more bandwidth and Internet access is creating new

opportunities for the deployment of global next generation satellite networks.  Today it is clear that

satellite networks will be a significant player in the digital revolution, and will specially benefit

from on-board digital processing and switching, as well as other such technological advances as

emerging digital compression, narrow spot beams for frequency reuse, digital intersatellite links,

advanced link access methods and multicast technologies.  Many new satellite communication

systems have been planned and are under development including at Ka, Q/V-bands [7].  Some of

the key design issues for satellite networks include efficient resource management schemes and

QoS architectures.

However, satellite systems have several inherent constraints.  The resources of the satellite

communication network, especially the satellite and the Earth station, are expensive and typically

have low redundancy; these must be robust and be used efficiently.  The large delays in

geostationary Earth orbit (GEO) systems and delay variations in low Earth orbit (LEO) systems

affect both real-time and non-real-time applications.  In an acknowledgement and time-out-based

congestion control mechanism (like TCP), performance is inherently related to the delay-bandwidth

product of the connection.  Moreover, TCP round-trip time (RTT) measurements are sensitive to

delay variations that may cause false timeouts and retransmissions.  As a result, the congestion

control issues for broadband satellite networks are somewhat different from those of low-latency

terrestrial networks.  Both interoperability issues as well as performance issues need to be

addressed before a transport-layer protocol like TCP can satisfactorily work over long-latency

satellite IP ATM networks.
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There has been an increased interest in developing Differentiated Services (DS) architecture for

provisioning IP QoS over satellite networks.  DS aims to provide scalable service differentiation in

the Internet that can be used to permit differentiated pricing of Internet service [1].  This

differentiation may either be quantitative or relative.  DS is scalable as traffic classification and

conditioning is performed only at network boundary nodes.  The service to be received by a traffic

is marked as a code point in the DS field in the IPv4 or IPv6 header.  The DS code point in the

header of an IP packet is used to determine the Per-Hop Behavior (PHB), i.e. the forwarding

treatment it will receive at a network node.  Currently, formal specification is available for two

PHBs - Assured Forwarding [4] and Expedited Forwarding [5].  In Expedited Forwarding, a transit

node uses policing and shaping mechanisms to ensure that the maximum arrival rate of a traffic

aggregate is less than its minimum departure rate.  At each transit node, the minimum departure

rate of a traffic aggregate should be configurable and independent of other traffic at the node.  Such

a per-hop behavior results in minimum delay and jitter and can be used to provide an end-to-end

`Virtual Leased Line' type of service.

In Assured Forwarding (AF), IP packets are classified as belonging to one of four traffic classes. IP

packets assigned to different traffic classes are forwarded independent of each other.  Each traffic

class is assigned a minimum configurable amount of resources (link bandwidth and buffer space).

Resources not being currently used by another PHB or an AF traffic class can optionally be used by

remaining classes.  Within a traffic class, a packet is assigned one of three levels of drop

precedence (green, yellow, red).  In case of congestion, an AF-compliant DS node drops low

precedence (red) packets in preference to higher precedence (green, yellow) packets.
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In this paper, we describe a wide range of simulations, varying several factors to identify the

significant ones influencing fair allocation of excess satellite network resources among congestion

sensitive and insensitive flows.  The factors that we studied in Section 2 include a) number of drop

precedence required (one, two, or three), b) percentage of reserved (highest drop precedence)

traffic, c) buffer management (Tail drop or Random Early Drop with different parameters), and d)

traffic types (TCP aggregates, UDP aggregates).  Section 3 describes the simulation configuration

and parameters and experimental design techniques.  Section 4 describes Analysis Of Variation

(ANOVA) technique.  Simulation results for TCP and UDP, for reserve rate utilization and fairness

are also given.  Section 5 summarizes the study’s conclusions.

2. QOS FRAME WORK

The key factors that affect the satellite network performance are those relating to bandwidth

management, buffer management, traffic types and their treatment, and network configuration.

Band width management relates to the algorithms and parameters that affect service (PHB) given to

a particular aggregate.  In particular, the number of drop precedence (one, two, or three) and the

level of reserved traffic were identified as the key factors in this analysis.

Buffer management relates to the method of selecting packets to be dropped when the buffers are

full.  Two commonly used methods are tail drop and random early drop (RED).  Several variations

of RED are possible in case of multiple drop precedence.  These variations are described in Section

3.
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Two traffic types that we considered are TCP and UDP aggregates.  TCP and UDP were separated

out because of their different response to packet losses.  In particular, we were concerned that if

excess TCP and excess UDP were both given the same treatment, TCP flows will reduce their rates

on packet drops while UDP flows will not change and get the entire excess bandwidth.  The

analysis shows that this is in fact the case and that it is important to give a better treatment to excess

TCP than excess UDP.

In this paper, we used a simple network configuration which was chosen in consultation with other

researchers interested in assured forwarding.  This is a simple configuration, which we believe,

provides most insight in to the issues and on the other hand will be typical of a GEO satellite

network.

We have addressed the following QoS issues in our simulation study:

• Three drop precedence (green, yellow, and red) help clearly distinguish between congestion

sensitive and insensitive flows.

• The reserved bandwidth should not be overbooked, that is, the sum should be less than the

bottleneck link capacity.  If the network operates close to its capacity, three levels of drop

precedence are redundant as there is not much excess bandwidth to be shared.

• The excess congestion sensitive (TCP) packets should be marked as yellow while the excess

congestion insensitive (UDP) packets should be marked as red.

• The RED parameters have significant effect on the performance.  The optimal setting of RED

parameters is an area for further research.



6

2.1  Buffer Management Classifications

Buffer management techniques help identify which packets should be dropped when the queues

exceed a certain threshold.  It is possible to place packets in one queue or multiple queues

depending upon their color or flow type.  For the threshold, it is possible to keep a single threshold

on packets in all queues or to keep multiple thresholds.  Thus, the accounting (queues) could be

single or multiple and the threshold could be single or multiple.  These choices lead to four classes

of buffer management techniques:

1. Single Accounting, Single Threshold (SAST)

2. Single Accounting, Multiple Threshold (SAMT)

3. Multiple Accounting, Single Threshold (MAST)

4. Multiple Accounting, Multiple Threshold (MAMT)

Random Early Discard (RED) is a well known and now commonly implemented packet drop

policy.  It has been shown that RED performs better and provides better fairness than the tail drop

policy.  In RED, the drop probability of a packet depends on the average queue length which is an

exponential average of instantaneous queue length at the time of the packet's arrival [3].  The drop

probability increases linearly from 0 to max_p as average queue length increases from min_th to

max_th.  With packets of multiple colors, one can calculate average queue length in many ways and

have multiple sets of drop thresholds for packets of different colors.  In general, with multiple
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colors, RED policy can be implemented as a variant of one of four general categories: SAST,

SAMT, MAST, and MAMT.

Single Average Single Threshold RED has a single average queue length and same min_th and

max_th thresholds for packets of all colors.  Such a policy does not distinguish between packets of

different colors and can also be called color blind RED.  In Single Average Multiple Thresholds

RED, average queue length is based on total number of packets in the queue irrespective of their

color.  However, packets of different colors have different drop thresholds.  For example, if

maximum queue size is 60 packets, the drop thresholds for green, yellow and red packets can be

{40/60, 20/40, 0/10}.  In these simulations, we used Single Average Multiple Thresholds RED.

In Multiple Average Single/Multiple Threshold RED, average queue length for packets of different

colors is calculated differently.  For example, average queue length for a color can be calculated

using number of packets in the queue with same or better color [2].  In such a scheme, average

queue length for green, yellow and red packets will be calculated using number of green, yellow +

green, red + yellow + green packets in the queue respectively.  Another possible scheme is where

average queue length for a color is calculated using number of packets of that color in the queue

[8].  In such a case, average queue length for green, yellow and red packets will be calculated using

number of green, yellow and red packets in the queue respectively.  Multiple Average Single

Threshold RED will have same drop thresholds for packets of all colors whereas Multiple Average

Multiple Threshold RED will have different drop thresholds for packets of different colors.
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3. SIMULATION CONFIGURATION AND PARAMETERS

Figure 1 shows the network configuration for simulations.  The configuration consists of customers

1 through 10 sending data over the link between Routers 1, 2 and using the same AF traffic class.

Router 1 is located in a satellite ground station.  Router 2 is located in a GEO satellite and Router 3

is located in destination ground station.  Traffic is one-dimensional with only ACKs coming back

from the other side.  Customers 1 through 9 carry an aggregated traffic coming from 5 Reno TCP

sources each.  Customer 10 gets its traffic from a single UDP source sending data at a rate of 1.28

Mbps.  Common configuration parameters are detailed in Tables 1 and 2. All TCP and UDP

packets are marked green at the source before being 'recolored' by a traffic conditioner at the

customer site.  The traffic conditioner consists of two 'leaky' buckets (green and yellow) that mark

packets according to their token generation rates (called reserved/green and yellow rate).  In two-

color simulations, yellow rate of all customers is set to zero.  Thus, in two-color simulations, both

UDP and TCP packets will be colored either green or red.  In three-color simulations, customer 10

(the UDP customer) always has a yellow rate of 0.  Thus, in three-color simulations, TCP packets

coming from customers 1 through 9 can be colored green, yellow or red and UDP packets coming

from customer 10 will be colored green or red.  All the traffic coming to Router 1 passes through a

Random Early Drop (RED) queue.  The RED policy implemented at Router 1 can be classified as

Single Average Multiple Threshold RED as explained in Section 3.

We have used NS simulator version 2.1b4a [9] for these simulations.  The code has been modified

to implement the traffic conditioner and multi-color RED (RED_n).
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3.1  Experimental Design

In this study, we performed full factorial simulations involving many factors, which are listen in
Tables 3 and 4 for two-color simulations and in Tables 5, 6 for three-color simulations:

• Green Traffic Rates: Green traffic rate is the token generation rate of green bucket in the traffic

conditioner.  We have experimented with green rates of 12.8, 25.6, 38.4 and 76.8 kbps per

customer.  These rates correspond to a total of 8.5%, 17.1%, 25.6% and 51.2% of network

capacity (1.5 Mbps).  In order to understand the effect of green traffic rate, we also conduct

simulations with green rates of 102.4, 128, 153.6 and 179.2 kbps for two-color cases.  These

rates correspond to 68.3%, 85.3%, 102.4% and 119.5% of network capacity respectively. In last

two cases, we have oversubscribed the available network bandwidth.  The Green rates used and

the simulations sets are shown in Tables 3 and 5 for two and three-color simulations

respectively.

• Green Bucket Size: 1, 2, 4, 8, 16 and 32 packets of 576 bytes each, shown in Tables 4 and 6.

• Yellow Traffic Rate (only for three-color simulations, Table 6): Yellow traffic rate is the token

generation rate of yellow bucket in the traffic conditioner.  We have experimented with yellow

rates of 12.8 and 128 kbps per customer.  These rates correspond to 7.7% and 77% of total

capacity (1.5 Mbps) respectively.  We used a high yellow rate of 128 kbps so that all excess

(out of green rate) TCP packets are colored yellow and thus can be distinguished from excess

UDP packets that are colored red.

• Yellow Bucket Size (only for three-color simulations, Table 6): 1, 2, 4, 8, 16, 32 packets of 576

bytes each.
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• Maximum Drop Probability: Maximum drop probability values used in the simulations are

listed in Tables 4 and 6.

• Drop Thresholds for red colored packets: The network resources allocated to red colored

packets and hence the fairness results depend on the drop thresholds for red packets.  We

experimented with different values of drop thresholds for red colored packets so as to achieve

close to best fairness possible.  Drop thresholds for green packets have been fixed at {40,60}

for both two and three-color simulations.  For three-color simulations, yellow packet drop

thresholds are {20,40}. Drop threshols are listed in Tables 4 and 6.

In these simulations, size of all queues is 60 packets of 576 bytes each.  The queue weight used to

calculate RED average queue length is 0.002.  For easy reference, we have given an identification

number to each simulation (Tables 3 and 5).  The simulation results are analyzed using ANOVA

techniques [6] briefly described in Section 8.

3.2  Performance Metrics

Simulation results have been evaluated based on utilization of reserved rates by the customers and

the fairness achieved in allocation of excess bandwidth among different customers.

Utilization of reserved rate by a customer is measured as the ratio of green throughput of the

customer and the reserved rate.  Green throughput of a customer is determined by the number of

green colored packets received at the traffic destination(s).  Since in these simulations, the drop
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thresholds for green packets are kept very high in the RED queue at Router 1, chances of a green

packet getting dropped are minimal and ideally green throughput of a customer should

equal its reserved rate.

The fairness in allocation of excess bandwidth among n customers sharing a link can be computed

using the following formula [6]:

Where xi is the excess throughput of the ith customer.  Excess throughput of a customer is

determined by the number of yellow and red packets received at the traffic destination(s).

4.  SIMULATION RESULTS

Simulation results of two and three-color simulations are shown in Figures 2 and 3, where a

simulation is identified by its Simulation ID listed in Tables 3 and 5.  Figures 2a and 2b show the

fairness achieved in allocation of excess bandwidth among ten customers for each of the two and

three-color simulations respectively.  It is clear from figure 2a that fairness is not good in two-color

simulations.  With three colors, there is a wide variation in fairness results with best results being

close to 1. Fairness is zero in some of the two-color simulations.  In these simulations, total

reserved traffic uses all the bandwidth and there is no excess bandwidth available to share.  Also,

there is a wide variation in reserved rate utilization by customers in two and three-color

simulations.
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Figure 3 shows the reserved rate utilization by TCP and UDP customers.  For TCP customers

shown in Figures 3a and 3c, we have plotted the average reserved rate utilization in each

simulation. In some cases, reserved rate utilization is slightly more than one.  This is because token

buckets are initially full which results in all packets getting green color in the beginning.  Figures

3b and 3d show that UDP customers have good reserved rate utilization in almost all cases.  In

contrast, TCP customers show a wide variation in reserved rate utilization.

In order to determine the influence of different simulation factors on the reserved rate utilization

and fairness achieved in excess bandwidth distribution, we analyze simulation results statistically

using Analysis of Variation (ANOVA) technique.  Section 4.1 gives a brief introduction to

ANOVA technique used in the analysis.  In later sections, we present the results of statistical

analysis of two and three-color simulations, in Sections 4.2 and 4.3.

4.1  Analysis Of Variation (ANOVA) Technique

The results of a simulation are affected by the values (or levels) of simulation factors (e.g. green

rate) and the interactions between levels of different factors (e.g. green rate and green bucket size).

The simulation factors and their levels used in this simulation study are listed in Tables 3, 4, 5 and

6.  Analysis of Variation of simulation results is a statistical technique used to quantify these

effects. In this section, we present a brief account of Analysis of Variation technique.  More details

can be found in [6].
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Analysis of Variation involves calculating the Total Variation in simulation results around the

Overall Mean and doing Allocation of Variation to contributing factors and their interactions.

Following steps describe the calculations:

1. Calculate the Overall Mean of all the values.

2. Calculate the individual effect of each level a of factor A, called the Main Effect of a:

Main Effecta = Meana - Overall Mean

where, Main Effecta is the main effect of level a of factor A, Meana is the mean of all results

with a as the value for factor A.

The main effects are calculated for each level of each factor.

3. Calculate the First Order Interaction between levels a and b of two factors A and B respectively

for all such pairs:

Interactiona,b = Meana,b - (Overall Mean + Main Effecta + Main Effectb)

where, Interactiona,b is the interaction between levels a and b of factors A and B respectively,

Meana,b is mean of all results with a and b as values for factors A and B, Main Effecta and Main

Effectb are main effects of levels a and b respectively.

4. Calculate the Total Variation as shown below:

Total Variation = ∑(result2) - (Num_Sims) × (Overall Mean2)

where, ∑(result2) is the sum of squares of all individual results and Num_Sims is total number

of simulations.
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5. The next step is the Allocation of Variation to individual main effects and first order

interactions.  To calculate the variation caused by a factor A, we take the sum of squares of the

main effects of all levels of A and multiply this sum with the number of experiments conducted

with each level of A.  To calculate the variation caused by first order interaction between two

factors A and B, we take the sum of squares of all the first-order interactions between levels of

A and B and multiply this sum with the number of experiments conducted with each

combination of levels of A and B.  We calculate the allocation of variation for each factor and

first order interaction between every pair of factors.

4.2  ANOVA Analysis for Reserved Rate Utilization

Table 7 shows the Allocation of Variation to contributing factors for reserved rate utilization.  As

shown in Figures 3b and 3d, reserved rate utilization of UDP customers is almost always good for

both two and three-color simulations.  However, in spite of very low probability of a green packet

getting dropped in the network, TCP customers are not able to fully utilize their reserved rate in all

cases.  The little variation in reserved rate utilization for UDP customers is explained largely by

bucket size.  Large bucket size means that more packets will get green color in the beginning of the

simulation when green bucket is full.  Green rate and interaction between green rate and bucket size

explain a substantial part of the variation.  This is because the definition of rate utilization metric

has reserved rate in denominator.  Thus, the part of the utilization coming from initially full bucket

gets more weight for low reserved rate than for high reserved rates.  Also, in two-color simulations

for reserved rates 153.6 kbps and 179.2 kbps, the network is oversubscribed and hence in some

cases UDP customer has a reserved rate utilization lower than one.  For TCP customers, green
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bucket size is the main factor in determining reserved rate utilization.  TCP traffic, because of its

bursty nature, is not able to fully utilize its reserved rate unless bucket size is sufficiently high.  In

our simulations, UDP customer sends data at a uniform rate of 1.28 Mbps and hence is able to fully

utilize its reserved rate even when bucket size is low.  However, TCP customers can have very poor

utilization of reserved rate if bucket size is not sufficient.  The minimum size of the leaky bucket

required to fully utilize the token generation rate depends on the burstiness of the traffic.

4.3   ANOVA Analysis for Fairness

Fairness results shown in Figure 2a indicate that fairness in allocation of excess network bandwidth

is very poor in two-color simulations.  With two colors, excess traffic of TCP as well as UDP

customers is marked red and hence is given same treatment in the network.  Congestion sensitive

TCP flows reduce their data rate in response to congestion created by UDP flow.  However, UDP

flow keeps on sending data at the same rate as before.  Thus, UDP flow gets most of the excess

bandwidth and the fairness is poor.  In three-color simulations, fairness results vary widely with

fairness being good in many cases.  Table 8 shows the important factors influencing fairness in

three-color simulations as determined by ANOVA analysis.  Yellow rate is the most important

factor in determining fairness in three-color simulations.  With three colors, excess TCP traffic can

be colored yellow and thus distinguished from excess UDP traffic, which is colored red.  Network

can protect congestion sensitive TCP traffic from congestion insensitive UDP traffic by giving

better treatment to yellow packets than to red packets.  Treatment given to yellow and red packets

in the RED queues depends on RED parameters (drop thresholds and max drop probability values)

for yellow and red packets.  Fairness can be achieved by coloring excess TCP packets as yellow
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and setting the RED parameter values for packets of different colors correctly.  In these

simulations, we experiment with yellow rates of 12.8 kbps and 128 kbps.  With a yellow rate of

12.8 kbps, only a fraction of excess TCP packets can be colored yellow at the traffic conditioner

and thus resulting fairness in excess bandwidth distribution is not good.  However with a yellow

rate of 128 kbps, all excess TCP packets are colored yellow and good fairness is achieved with

correct setting of RED parameters.  Yellow bucket size also explains a substantial portion of

variation in fairness results for three-color simulations.  This is because bursty TCP traffic can fully

utilize its yellow rate only if yellow bucket size is sufficiently high.  The interaction between

yellow rate and yellow bucket size for three-color fairness results is because of the fact that

minimum size of the yellow bucket required for fully utilizing the yellow rate increases with yellow

rate.

It is evident that three colors are required to enable TCP flows get a fair share of excess network

resources.  Excess TCP and UDP packets should be colored differently and network should treat

them in such a manner so as to achieve fairness.  Also, size of token buckets should be sufficiently

high so that bursty TCP traffic can fully utilize the token generation rates.

5.  CONCLUSIONS

One of the goals of deploying multiple drop precedence levels in an Assured Forwarding traffic

class on a satellite network is to ensure that all customers achieve their reserved rate and a fair

share of excess bandwidth.  In this paper, we analyzed the impact of various factors affecting the

performance of assured forwarding.  The key conclusions are:
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• The key performance parameter is the level of green (reserved) traffic.  The combined reserved

rate for all customers should be less than the network capacity.  Network should be configured

in such a manner so that in-profile traffic (colored green) does not suffer any packet loss and is

successfully delivered to the destination.

• If the reserved traffic is overbooked, so that there is little excess capacity, two drop precedence

give the same performance as three.

• The fair allocation of excess network bandwidth can be achieved only by giving different

treatment to out-of-profile traffic of congestion sensitive and insensitive flows.  The reason is

that congestion sensitive flows reduce their data rate on detecting congestion however

congestion insensitive flows keep on sending data as before.  Thus, in order to prevent

congestion insensitive flows from taking advantage of reduced data rate of congestion sensitive

flows in case of congestion, excess congestion insensitive traffic should get much harsher

treatment from the network than excess congestion sensitive traffic.  Hence, it is important that

excess congestion sensitive and insensitive traffic is colored differently so that network can

distinguish between them.  Clearly, three colors or levels of drop precedence are required for

this purpose.

• Classifiers have to distinguish between TCP and UDP packets in order to meaningfully utilize

the three drop precedence.

• RED parameters and implementations have significant impact on the performance.  Further

work is required for recommendations on proper setting of RED parameters.
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 Table 1: General Configuration Parameters used in Simulation

Simulation Time 100 seconds
TCP Window 64 packets
IP Packet Size 576 bytes
UDP Rate 1.28Mbps
Maximum queue size (for all queues) 60 packets
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Table 2: Link Parameters used in Simulations

Link between UDP/TCPs and Customers:
Link Bandwidth 10 Mbps
One way Delay 1 microsecond
Drop Policy DropTail

Link between Customers (Sinks) and Router 1 (Router 3):
Link Bandwidth 1.5 Mbps
One way Delay 5 microseconds
Drop Policy DropTail

Link between Router 1 and Router 2:
Link Bandwidth 1.5 Mbps
One way Delay 125 milliseconds
Drop Policy From Router 1 to Router 2 RED_n
Drop Policy From Router 2 to Router 1 DropTail

Link between Router 2 and Router 3:
Link Bandwidth 1.5 Mbps
One way Delay 125 milliseconds
Drop Policy DropTail
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Table 3: Two-color Simulation Sets and their Green Rate

Simulation ID Green Rate [kbps]
1-144 12.8
201-344 25.6
401-544 38.4
601-744 76.8
801-944 102.4
1001-1144 128
1201-1344 153.6
1401-1544 179.2
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Table 4: Parameters, which combinations are used in each Set of two-color Simulations

Max Drop Drop Probability
{Green, Red}

{0.1, 0.1}, {0.1, 0.5}, {0.1, 1}, {0.5, 1}, {0.5, 1}, {1, 1}

Drop Thresholds
{Green, Red}

{40/60, 0/10}, {40/60, 0/20}, {40/60, 0/5}, {40/60, 20/40}

Green Bucket
(in Packets)

1, 2, 4, 8, 16, 32
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Table 5: Three-color Simulation Sets and their Green Rate

Simulation ID Green Rate [kbps]
1-720 12.8
1001-1720 25.6
2001-2720 38.4
3001-3720 76.8



24

Table 6: Parameters, which combinations are used in each Set of three-color Simulations

Max Drop Drop Probability
{Green, Yellow, Red}

{0.1, 0.5, 1}, {0.1, 1, 1}, {0.5, 0.5, 1}, {0.5, 1, 1}, {1, 1, 1}

Drop Thresholds
{Green, Yellow, Red}

{40/60, 20/40, 0/10}, {40/60, 20/40, 0/20}

Yellow Rate
[kbps]

12.8, 128

Green bucket Size
(in packets)

1, 2, 4, 8, 16, 32

Yellow bucket Size
(in packets)

1, 2, 4, 8, 16, 32
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Table 7: Main Factors Influencing Reserved Rate Utilization Results

Allocation of Variation (in %age)
Factor/Interaction In two-color Simulations In three-color Simulations

TCP UDP TCP UDP
Green Rate 8.86% 31.55% 2.21% 20.41%
Green Bucket Size 86.22% 42.29% 95.25% 62.45%
Green Rate -
Green Bucket Size 4.45% 25.35% 1.96% 17.11%
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Table 8: Main Factors Influencing Fairness Results in three-color Simulations

Factor/Interaction Allocation of Variation (in %age)
Yellow Rate 41.36
Yellow Bucket Size 28.96
Interaction between Yellow Rate
and Yellow Bucket Size 26.49
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Figure 2a.  Simulation Results: Fairness achieved in two-color Simulations with Different Reserved

Rates
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Figure 2b. Simulation Results: Fairness achieved in Three-Color Simulations with different

Reserved Rates

Fairness in Three-Color Simulations
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Figure 3a. Reserved Rate Utilization by TCP Customers in two-color Simulations
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Figure 3b. Reserved Rate Utilization by UDP Customers in two-color Simulations

Reserved Rate Utilization by UDP Customers in Two-Color Simulations 
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Figure 3c. Reserved Rate Utilization by TCP Customers in three-color Simulations

Reserved Rate Utilization by TCP Customers in Three-Color Simulations
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Figure 3d. Reserved Rate Utilization by UTP Customers in three-color Simulations

Reserved Rate Utilization by UDP Customers in Three-Color Simulations
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Abstract

Deliveringcongestionsignalsis essentialto theperformanceof networks. CurrentTCP/IPnetworksusepacket
lossesto signalcongestion.Packet lossesnot only reducesTCP performance,but alsoaddslarge delay. Explicit
CongestionNotification (ECN) delivers a fasterindication of congestionand hasbetterperformance. However,
currentECN implementationsmarkthepacket from the tail of thequeue.In this paper, we proposethemark-front
strategy to sendanevenfastercongestionsignal.We show thatmark-frontstrategy reducesbuffer sizerequirement,
improveslink efficiency andprovidesbetterfairnessamongusers.Simulationresultsthatverify ouranalysisarealso
presented.

Keywords: Explicit CongestionNotification,mark-front,congestioncontrol,buffer sizerequirement,fairness.

1 Intr oduction

Delivering congestionsignalsis essentialto the performanceof computernetworks. In TCP/IP, congestionsignals
from thenetwork areusedby thesourceto determinetheload. Whena packet is acknowledged,thesourceincreases
its window size.Whena congestionsignalis received,its window sizeis reduced[1, 2].

TCP/IPusestwo methodsto delivercongestionsignals.Thefirst methodis timeout.Whenthesourcesendsapacket,
it startsa retransmissiontimer. If it doesnot receive anacknowledgmentwithin a certaintime, it assumescongestion
hashappenedin the network andthepacket hasbeenlost. Timeoutis theslowestcongestionsignalbecauseof the
sourcehasto wait a long time for theretransmissiontimer to expire.

Thesecondmethodis lossdetection.In thismethod,thereceiversendsa duplicateACK immediatelyon receptionof
eachout-of-sequencepacket. Thesourceinterpretsthereceptionof threeduplicateacknowledgmentsasa congestion
packet loss.Lossdetectioncanavoid thelongwait of timeout.

Both timeoutandlossdetectionusepacket lossesascongestionsignals. Packet lossesnot only increasethe traffic
in the network, but also add large transferdelay. The Explicit CongestionNotification (ECN) proposedin [3, 4]
providesa light-weightmechanismfor routersto senda directindicationof congestionto thesource.It makesuseof
two experimentalbits in theIP headerandtwo experimentalbits in theTCPheader. Whentheaveragequeuelength
exceedsa threshold,theincomingpacket is markedascongestionexperiencedwith a probabilitycalculatedfrom the
averagequeuelength. Whenthemarkedpacket is received,the receiver markstheacknowledgmentusinganECN-
Echo bit in the TCP headerto sendcongestionnotificationbackto the source.Upon receiving the ECN-Echo,the
sourcehalvesits congestionwindow to helpalleviatethecongestion.

Many authorshave pointedout thatmarkingprovidesmoreinformationaboutthecongestionstatethanpacket drop-
ping[5, 6], andECNhasbeenprovento beabetterwayto delivercongestionsignalandexhibitsabetterperformance
[4, 5, 7].�

This researchwassponsoredin partby grantsfrom Nokia Corporation,Burlington,MassachusettsandNASA GlennResearchCenter, Cleve-
land,Ohio.
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In mostECN implementations,whencongestionhappens,thecongestedroutermarksthe incomingpacket that just
enteredthequeue.Whenthebuffer is full or whenapacketneedsto bedroppedasin RandomEarlyDetection(RED),
someimplementations,suchasthenssimulator[8], have the “drop from front” optionassuggestedby Yin [9] and
Lakshman[10]. A brief discussionof drop from front in RED canbe found in [11]. However, for packet marking,
theseimplementationsstill pick theincomingpacketandnot thefront packet. We call thispolicy “mark-tail”.

In this paper, we proposea simplemarkingmechanism— the “mark-front” strategy. This strategy marksa packet
whenthepacket is going to leave thequeueandthequeuelengthis greaterthanthepre-determinedthreshold.The
mark-frontstrategy is differentfrom thecurrentmark-tailpolicy in two ways.First,sincetheroutermarksthepacket
at the time whenit is sent,andnot at the time whenthe packet is received,a moreup-to-datecongestionsignal is
carriedby themarkedpacket. Second,sincetheroutermarksthepacket in thefront of thequeueandnot theincoming
packet, congestionsignalsdo not undergo the queueingdelayas the datapackets. In this way, a fastercongestion
feedbackis deliveredto thesource.

Theimplementationof thisstrategy is extremelysimple.Oneonly needsto movethemarkingactionfrom theenqueue
procedureto thedequeueprocedureandchoosethepacket leaving thequeuein steadof thepacketenteringthequeue.

We justify themark-frontstrategy by studyingits benefits.We find that,by providing fastercongestionsignals,mark-
front strategy reducesthe buffer sizerequirementat the routers;it avoids packet lossesandthus improvesthe link
efficiency whenthebuffer sizein routersis limited. Our simulationsalsoshow thatmark-frontstrategy improvesthe
fairnessamongold andnew users,andalleviatesTCP’sdiscriminationagainstconnectionswith largeroundtrip time.

The mark-frontstrategy differs from the “drop from front” option in that whenpacketsaredropped,only implicit
congestionfeedbackcanbe inferredfrom timeoutor duplicateACKs; whenpacketsaremarked,explicit andfaster
congestionfeedbackis deliveredto thesource.

GibbonsandKelly [6] suggesteda numberof mechanismsfor packet marking,suchas“marking all the packetsin
thequeueat thetime of a packet loss”, “marking every packet leaving thequeuefrom thetime of a packet lossuntil
thequeuebecomesempty”, and“marking packetsrandomlyasthey leave the queuewith a probabilityso that later
packetswill notbelost.” Ourmark-frontstrategy differsfrom thesemarkingmechanismsin thatit is asimplemarking
rule that faithfully reflectstheup-to-datecongestionstatus,while the mechanismssuggestedby GibbonsandKelly
eitherdo not reflectthecorrectcongestionstatus,or needsophisticatedprobabilitycalculationaboutwhich no sound
algorithmis known.

It is worth mentioningthat mark-front strategy is as effective in high speednetworks as in low speednetworks.
LakshmanandMadhow [12] showedthat theamountof drop-tail switchesshouldbeat leasttwo to threetimesthe
bandwidth-delayproductof the network in orderfor TCP to achieve decentperformanceandto avoid lossesin the
slow startphase.Our analysisin section4.3 revealsthat in the steady-statecongestionavoidancephase,the queue
size fluctuatesfrom empty to onebandwidth-delayproduct. So the queueingdelay experiencedby packetswhen
congestionhappensis comparableto thefixedround-triptime. 1 Therefore,themark-frontstrategy cansave asmuch
asa fixedround-triptime in congestionsignaldelay, independentof thelink speed.

We shouldalsomentionthat the mark-frontstrategy appliesto both wired andwirelessnetworks. Whenthe router
thresholdis properlyset,thecoherencebetweenconsecutive packetscanbeusedto distinguishpacket lossesdueto
wirelesstransmissionerrorfrom packet lossesdueto congestion.This resultwill bereportedelsewhere.

This paperis organizedasfollows. In section2 we describethe assumptionsfor our analysis.Dynamicsof queue
growth with TCP window control is studiedin section3. In section4, we comparethe buffer sizerequirementsof
mark-frontandmark-tailstrategies. In section5, we explain why mark-frontis fairer thanmark-tail. Thesimulation
resultsthatverify ourconclusionsarepresentedin section6. In section7,weremovetheassumptionsmadeto facilitate
theanalysis,andapplythemark-frontstrategy to theREDalgorithm.Simulationresultsshow thatmark-fronthasthe
advantagesovermark-tailasrevealedby theanalysis.

1Thefixedround-triptime is theround-triptimeunderlight load,i.e.,withoutqueueingdelay.
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2 Assumptions

ECNis usedtogetherwith TCPcongestioncontrolmechanismslikeslow startandcongestionavoidance[2]. Whenthe
acknowledgmentis not marked,thesourcefollowsexisting TCPalgorithmsto senddataandincreasethecongestion
window. Upon the receiptof an ECN-Echo,the sourcehalves its congestionwindow and reducesthe slow start
threshold.In thecaseof a packet loss,thesourcefollowstheTCPalgorithmto reducethewindow andretransmitthe
lostpacket.

ECNdeliverscongestionsignalsby settingthecongestionexperiencedbit, but determiningwhento setthebit depends
onthecongestiondetectionpolicy. In [3], ECNis proposedto beusedwith averagequeuelengthandRED.Theirgoal
is to avoid sendingcongestionsignalscausedby transienttraffic andto desynchronizesenderwindows [13, 14]. In
thispaper, to allow analyticalmodeling,weassumeasimplifiedcongestiondetectioncriterion:whentheactualqueue
lengthis smallerthanthe threshold,the incomingpacket will not bemarked;whentheactualqueuelengthexceeds
thethreshold,theincomingpacketwill bemarked.

We alsomake thefollowing assumptions.(1) Receiverwindowsarelargeenoughsothebottleneckis in thenetwork.
(2) Sendersalwayshave datato sendandwill sendasmany packetsastheir windows allow. (3) Thereis only one
bottlenecklink thatcausesqueuebuildup. (4) Receiversacknowledgeeverypacket receivedandthereareno delayed
acknowledgments.(5) Thereis noACK compression[15]. (6) Thequeuelengthis measuredin packetsandall packets
have thesamesize.

3 QueueDynamicswith TCP Window Control

In this section,we studytherelationshipbetweenthewindow sizeat thesourceandthequeuesizeat thecongested
router. Thepurposeis to show thedifferencebetweenmark-tailandmark-frontstrategies.Ouranalysisis madeonone
connection,but with smallmodifications,it canalsoapplyto multipleconnectioncase.Simulationresultsof multiple
connectionsandconnectionswith differentroundtrip timewill bepresentedin section6.

In a pathwith oneconnection,theonly bottleneckis thefirst link with the lowestratein theentireroute. In caseof
congestion,queuebuildsuponly at therouterbeforethebottlenecklink. Thefollowing lemmais obvious.

Lemma 1 If the data rate of the bottleneck link is
�

packetsper second,thenthe downstreampacket inter-arrival
time and the ack inter-arrival time on the reverse link can not be shorter than ��� � seconds.If the bottleneck link
is fully-loaded(i.e., no idling), thenthe downstreampacket inter-arrival time and the ack inter-arrival time on the
reverselink are ��� � seconds.

Denotethesourcewindow sizeat time � as �	�
��� , thenwehave

Theorem1 Considera pathwith only oneconnectionandonly onebottleneck link. Let thefixedroundtrip timebe seconds,thebottleneck link ratebe
�

packetsper second,andthepropagationandtransmissiontimebetweenthe
sourceandbottleneck routerbe ��� . If thebottleneck link hasbeenbusyfor at least  seconds,anda packet justarrived
at thecongestedrouterat time � , thenthequeuelengthat thecongestedrouteris

� ���������	������� � ���  ��� (1)

Proof Considerthepacket that just arrivedat thecongestedrouterat time � . It wassentby thesourceat time ������� .
At thattime,thenumberof packetson thepathandoutstandingacksonthereverselink was ������������� . By time � , ��� �
acksarereceivedby thesource.All packetsbetweenthesourceandtherouterhave enteredthecongestedrouteror
havebeensentdownstream.As shown in Figure1, thepipelengthfrom thecongestedrouterto thereceiver, andthen
backto thesourceis  ����� . Thenumberof downstreampacketsandoutstandingacksare �  � ���!� � . Therestof the
�	�
�"��� � � unacknowledgedpacketsarestill in thecongestedrouter. Sothequeuelengthis

� �����#�$�	������� � ���%� � � �&�  ��� � � � ���	������� � �"�  �'� (2)
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Thisfinishestheproof.

Notice that in this theorem,we did not usethe numberof packetsbetweenthe sourceandthe congestedrouterto
estimatethequeuelength,becausethepacketsdownstreamfrom thecongestedrouterandtheackson thereverselink
areequallyspaced,but thepacketsbetweenthesourceandthecongestedroutermaynotbe.

Theanalysisin this theoremis basedon theassumptionsin section2. Theconclusionappliesto bothslow startand
congestionavoidancephases.In order for equation(1) to hold, the routermusthave beencongestedfor at least 
seconds.

4 Buffer SizeRequirementand Thr esholdSetting

WhenECNsignalsareusedfor congestioncontrol,thenetwork canachievezeropacketloss.Whenacknowledgments
arenot marked,thesourcegraduallyincreasethewindow size. Uponthereceiptof anECN-Echo,thesourcehalves
its congestionwindow to reducethecongestion.

In this section,we analyzethe buffer sizerequirementfor both mark-tail andmark-frontstrategies. The resultalso
includesananalysisonhow to setthethreshold.

4.1 Mark-T ail Strategy

Suppose( wasthepacketthatincreasedthequeuelengthoverthethreshold) , andit wassentfrom thesourceattime*,+ andarrivedat thecongestedrouterat time � + . Its acknowledgment,which wasanECN-echo,arrivedat thesource
at time *.- andthe window wasreducedat the sametime. We alsoassumethat the last packet beforethe window
reductionwassentat time *!/- andarrivedat thecongestedrouterat time � /- .

In orderto useTheorem1, weneedto considertwo casesseparately:when ) is largeandwhen ) is small,compared
to  � .

Case1 If ) is reasonablylarge(about � ) suchthatthebuildupof aqueueof size ) needs time,theassumptionin
Theorem1 is satisfied,wehave

)0� � ��� + �1�&�	�
� + �����2���  � ���	� *,+ ���  ��3 (3)

so
�	� *4+ ����) 5  �'� (4)

Sincethe time elapsebetween* + and * - is oneRTT, if packet ( werenot marked, the congestionwindow would
increaseto 6.�	� * + � . Since ( wasmarked,thecongestionwindow beforereceiving theECN-Echowas

��� *!/- ���76.�	� * + ���8�9��6'��):5  � ���8� � (5)
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Whenthelastpacketsentunderthiswindow reachedtherouterat time � /- , thequeuelengthwas

� �
� /- �#�$�	� * /- ���  � �76.��� *,+ ���8�;�  � �062) 5  � �8� � (6)

Uponthereceiptof ECN-Echo,thecongestionwindow washalved.Thesourcecannotsendany morepacketsbefore
half of thepacketsareacknowledged.So 6.)<5  � �8� is themaximumqueuelength.

Case2 If ) is small,  � is anoverestimateof thenumberof downstreampacketsandackson thereverselink.

��� *,+ �1�&):5 numberof downstreampacketsandacks =8):5  ��� (7)

Therefore, � �
� /- ���$��� *!/- �"�  � �>�?6.��� * + ���@���"�  � =$6A�
) 5  � ���@�;�  � �06.)<5  � �@� � (8)

So,in bothcases,6.)<5  � �@� is anupperboundof queuelengththatcanbereachedin slow startphase.

Theorem2 In a TCPconnectionwith ECNcongestioncontrol, if thefixedroundtrip timeis  seconds,thebottleneck
link rateis

�
packetspersecond,andthebottleneckrouterusesthreshold) for congestiondetection,thenthemaximum

queuelengthcanbereachedin slowstartphaseis lessthanor equalto 62) 5  � �8� .
As shown by equation(6), when ) is large,thebound 6.)@5  � �$� canbereachedwith equality. When ) is small,
6.)&5  � �0� is just anupperbound.Sincethequeuelengthin congestionavoidancephaseis smaller, this boundis
actuallythebuffer sizerequirement.

4.2 Mark-Fr ont Strategy

Suppose( wasthepacketthatincreasedthequeuelengthoverthethreshold) , andit wassentfrom thesourceattime* + andarrivedat thecongestedrouterat time � + . Theroutermarkedthepacket (CB thatstoodin thefront of thequeue.
Theacknowledgmentof (CB , which wasanECN-echo,arrivedat thesourceat time * - andthewindow wasreduced
at thesametime. We alsosupposethelastpacketbeforethewindow reductionwassentat time * /- andarrivedat the
congestedrouterat time � /- .

Considertwo casesseparately:when ) is largeandwhen ) is small.

Case1 If ) is reasonablylarge(about � ) suchthatthebuildupof aqueueof size ) needs time,theassumptionin
Theorem1 is satisfied.We have

)0� � ��� + �1�&�	�
� + ��� � ���  � ���	� * + ���  ��3 (9)

so
�	� * + ����) 5  �'� (10)

In slow startphase,thesourceincreasesthecongestionwindow by onefor every acknowledgmentit receives. If the
acknowledgmentof ( wasreceivedat thesourcewithout thecongestionindication,thecongestionwindow wouldbe
doubledto

62�	� *,+ ����6A�
):5  � � �
However, whentheacknowledgmentof ( B arrived, )���� acknowledgmentscorrespondingto packetsprior to ( were
still on theway. Sothewindow sizeat time *!/- was

�	� *!/- ���76.�	� *4+ �"�&��)&�@�����8�D��)<5:6  ��� (11)
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Whenthelastpacketsentunderthiswindow reachedtherouterat time � /- , thequeuelengthwas

� ��� /- ���$�	� * /- ���  � �&):5@6  � �  � �$)<5  �'� (12)

Uponthereceiptof ECN-Echo,congestionwindow is halved. Thesourcecannot sendany morepacketsbeforehalf
of thepacketsareacknowledged.So )<5  � is themaximumqueuelength.

Case2 If ) is small,  � is anoverestimateof thenumberof downstreampacketsandackson thereverselink.

��� * + �1�&):5 numberof downstreampacketsandacks =8):5  ��� (13)

Therefore, � ��� /- �1�&�	� *2/- ���  � �E��6.�	� * + �"��)9�"�  � =&6'��)<5  � ����)@�  � ��):5  ��� (14)

So,in bothcases,)<5  � is anupperboundof queuelengththatcanbereachedin theslow startphase.

Theorem3 In a TCPconnectionwith ECNcongestioncontrol, if thefixedroundtrip timeis  seconds,thebottleneck
link rateis

�
packetspersecond,andthebottleneckrouterusesthreshold) for congestiondetection,thenthemaximum

queuelengththatcanbereachedin slowstartphaseis lessthanor equalto )<5  � .
Again,when ) is large,equation(12)showsthebound)F5  � is tight. Sincethequeuelengthin congestionavoidance
phaseis smaller, thisboundis actuallythebuffer sizerequirement.

Theorem2 and3 estimatethebuffer sizerequirementfor zero-lossECNcongestioncontrol.

4.3 ThresholdSetting

In thecongestionavoidancephase,congestionwindow increasesroughlyby onein every RTT. Assumingmark-tail
strategy is used,usingthesametiming variablesasin theprevioussubsections,wehave

�	� * + ��� � �
� + �G5  � ��):5  ��� (15)

Thecongestionwindow increasesroughlyby onein anRTT,

�	� *!/- ���$)<5  � 5$� � (16)

Whenthelastpacketsentbeforethewindow reductionarrivedat therouter, it saw a queuelengthof ):5�� :
� �
� /- �#�&��� *!/- ���  � ��) 5�� � (17)

Uponthereceiptof theECN-Echo,thewindow washalved:

�	� * - ���H�
):5  � 5$���I�26 � (18)

Thesourcemaynotbeableto sendpacketsimmediatelyafter * - . After somepacketswereacknowledged,thehalved
window allowednew packetsto besent.Thefirst packetsentunderthenew window saw a queuelengthof

� ��� - ���$�	� * - ���  � �>��)<5  � 5$���I�!6J�  � �>��)&�  � 5$���I�!6 � (19)

Thecongestionwindow wasfixedfor anRTT andthenbeganto increase.So
� �
� - � wastheminimumqueuelengthin

a cycle.

In summary, in thecongestionavoidancephase,themaximumqueuelengthis )@50� andtheminimumqueuelength
is �
)8�  � 5��K�L�26 .
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In orderto avoid link idling, we shouldhave ��)&�  � 50�K�L�26NM�O or equivalently, )HM  � �&� . On theotherhand,ifPRQ�S � is alwayspositive, therouterkeepsanunnecessarilylargequeueandall packetssuffer a long queueingdelay.
Therefore,thebestchoiceof thresholdshouldsatisfy

��)&�  � 5��K�I�!6C��O 3 (20)

or
)��  � �@� � (21)

If mark-frontstrategy is used,thesource’scongestionwindow increasesroughlyby onein everyRTT, but congestion
feedbacktravelsfasterthanthedatapackets.Hence� � *!/- ���$)<5  � 5:T 3 (22)

whereT is between0 and1, anddependson thelocationof thecongestedrouter. Therefore,� ��� /- �#�&�	� *!/- ���  � �&):5:T 3 (23)

�	� * - �#�H�
)<5  � 5:TU�I�!6 3 (24)� �
� - �����	� *.- ���  � �H�
)<5  � 5:TU�I�!6J�  � �>��)&�  � 5<TU�L�26 � (25)

For thereasonstatedabove, thebestchoiceof thresholdis )V�  � �:T . Comparedwith  � , thedifferencebetween � ��T and  � �8� canbeignored.Sowehave thefollowing theorem:

Theorem4 In a pathwith onlyoneconnection,theoptimalthresholdthat achievesfull link utilizationwhilekeeping
queueingdelayminimal in congestionavoidancephaseis  � �$� . If thethresholdis smallerthanthis value, thelink
will beunder-utilized.If thethresholdis greaterthanthisvalue, thelink canbefull utilized,but packetswill suffer an
unnecessarilylargequeueingdelay.

Combiningtheresultsin Theorem2, 3 and4, we canseethatthemark-frontstrategy reducesthebuffer sizerequire-
mentfrom aboutW  � to 6  � . It alsoreducesthecongestionfeedback’sdelayby onefixedround-triptime.

5 Lock-out Phenomenonand Fairness

Oneof theweaknessesof mark-tailpolicy is its discriminationagainstnew flows. Considerthetimewhena new flow
joins thenetwork, but thebuffer of thecongestedrouteris occupiedby packetsof old flows. In themark-tailstrategy,
thepacket that just arrivedwill bemarked,but the packetsalreadyin thebuffer will be sentwithout beingmarked.
The acknowledgmentsof the sentpacketswill increasethe window sizeof the old flows. Therefore,the old flows
which alreadyhave largeshareof theresourceswill grow evenlarger. However, thenew flow with smallor no share
of theresourceshasto backoff, sinceits window sizewill bereducedby themarkedpackets.Thiscausesa“lock-out”
phenomenonin which a singleconnectionor a few flows monopolizethebuffer spaceandpreventotherconnections
from gettingroomin thequeue[16]. Lock-outleadsto grossunfairnessamongusersandis clearlyundesirable.

Contraryto themark-tailpolicy, themark-frontstrategy marksthepacketsin thebuffer first. Connectionswith large
buffer occupancy will have morepacketsmarkedthanconnectionswith smallbuffer occupancy. Comparedwith the
mark-tailstrategy thatlet thepacketsin thebufferescapethemarking,mark-frontstrategyhelpstopreventthelock-out
phenomenon.Therefore,wecanexpectthatmark-frontstrategy to befairerthanmark-tailstrategy.

TCP’s discriminationagainstconnectionswith large RTT is alsowell known. The causeof this discriminationis
similar to thediscriminationagainstnew connections.If connectionswith smallRTT andlargeRTT startat thesame
time, the connectionswith small RTT will receive their acknowledgmentfasterand thereforegrow faster. When
congestionhappens,connectionswith smallRTT will take morebuffer roomthanconnectionswith largeRTT. With
mark-tail policy, packetsalreadyin the queuewill not be marked but only newly arrived packetswill be marked.
Therefore,connectionswith smallRTT will grow evenlarger, but connectionswith largeRTT haveto backoff. Mark-
front alleviatesthis discriminationby treatingall packetsin thebuffer equally. Packetsalreadyin thebuffer mayalso
bemarked.Therefore,connectionswith largeRTT canhave largerbandwidth.
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Figure2: Simulationmodel.

6 Simulation Results

In orderto comparethemark-frontandmark-tailstrategies,we performeda setof simulationswith the S�* simulator
[8]. We modified the RED algorithm in S�* simulatorto deterministicallymark the packets when the real queue
lengthexceedsthethreshold.Thebasicsimulationmodelis shown in Figure2. A numberof sources* - 3 *KX 34�,�4�Y3 *,Z
areconnectedto the router  - by 10 Mbps links, router  - is connectedto ,X by a 1.5 Mbps link, anddestinations� - 3I� X 34�4�,�Y3I� Z areconnectedto KX by 10Mbpslinks. Thelink speedsarechosensothatcongestionwill only happen
at therouter  - , wheremark-tailandmark-frontstrategiesaretested.

With the basicconfigurationshown in Figure2, the fixed roundtrip time, including the propagationtime and the
transmissiontimeat therouters,is 59ms.Changingthepropagationdelaybetweenrouter  - and ,X from 20msto 40
msgivesanRTT of 99ms.Changingthepropagationdelaysbetweenthesourcesandrouter  - givesusconfigurations
of differentRTT. An FTPapplicationrunson eachsource.RenoTCPandECN areusedfor congestioncontrol. The
datapacketsize,includingall headers,is 1000bytesandtheacknowledgmentpacketsizeis 40bytes.

With thebasicconfiguration,

 � �$O � O�[!\^]%� � [^]��,O�_ bits �H���,O!`a6 � [ bytes bH��� packets

In oursimulations,theroutersperformmark-tailor mark-front.Theresultsfor bothstrategiesarecompared.

6.1 Simulation Scenarios

In order to show the differencebetweenmark-frontandmark-tail strategies,we designedthe following simulation
scenariosbasedon thebasicsimulationmodeldescribedin Figure2. If not specified,all connectionshaveanRTT of
59ms,startat 0 secondandstopat the10thsecond.

1. Oneconnection.

2. Two connectionswith thesameRTT.

3. Two overlappingconnectionswith thesameRTT, but thefirst connectionstartsat 0 secondandstopsat the9th
second,thesecondconnectionstartsat thefirst secondandstopsat the10thsecond.

4. Two connectionswith RTT equalto 59and157msrespectively.

5. Two connectionswith sameRTT, but thebuffer sizeat thecongestedrouteris limited to 25packets.

6. Fiveconnectionswith thesameRTT.

7. Fiveconnectionswith RRT of 59,67,137,157and257msrespectively.

8. Fiveconnectionswith thesameRTT, but thebuffer sizeat thecongestedrouteris limited to 25packets.
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Scenarios1, 4, 6 and7 aremainly designedfor testingthebuffer sizerequirement.Scenarios1, 3, 4, 6, 7, 8 arefor
link efficiency, andscenarios2, 3, 4, 5, 6, 7 arefor fairnessamongusers.

6.2 Metrics

We usethreemetricsto comparethe two strategies. The first metric is the buffer sizerequirementfor zero loss
congestioncontrol.This is themaximumqueuesizethatcanbebuilt upat therouterin theslow startphasebeforethe
congestionsignaltakeseffectat thecongestedrouter. If thebuffer sizeis greateror equalto thisvalue,nopacket loss
will happen.Thismetricis measuredasthemaximumqueuelengthin theentiresimulation.

Thesecondmetric, link efficiency, is calculatedfrom thenumberof acknowledgedpackets(not countingtheretrans-
missions)dividedby thepossiblenumberof packetsthatcanbetransmittedduringthesimulatedtime. Becauseof the
slow startphaseandpossiblelink idling afterthewindow reduction,thelink efficiency is alwayssmallerthan1. Link
efficiency shouldbemeasuredwith long simulationtime to minimizetheeffect of theinitial transientstate.We tried
differentsimulationtimesfrom 5 secondsto 100seconds.Theresultsfor 10secondsshow theessentialfeaturesof the
strategy, without muchdifferencefrom theresultsfor 100seconds.Sothesimulationresultspresentedin this paper
arebasedon10-secondsimulations.

Thethird metric,fairnessindex, is calculatedaccordingto theformulain [17]. If P connectionssharethebandwidth,
and ced is thenumberof acknowledgedpacketsof connectionQ , thenthefairnessindex is calculatedas:

fhg Qi�SGj�*�* � ��k
Z
dml - c�di� XP k Zdnl - c Xd (26)

fairnessindex is oftencloseto 1, in ourgraphs,wedraw the o S fhg Qi�SGj.*K* index:

o S fhg Qi�SGj.*�* �H�;� fhg Q��SGj.*�* � (27)

Theperformanceof ECN dependson theselectionof thethresholdvalue. In our results,all threemetricsaredrawn
for differentvaluesof threshold.

6.3 Buffer SizeRequirement

Figure3 shows thebuffer sizerequirementfor mark-tailandmark-front.Themeasuredmaximumqueuelengthsare
shown with “ p ” and“ q ”. Thecorrespondingtheoreticalestimatesfrom Theorem2 and3 areshown with dashedand
solid lines. In Figure3(b) and3(d), wheretheconnectionshave differentRTT, the theoreticalestimateis calculated
from thesmallestRTT.

Fromthesimulation,wefind thatfor connectionswith thesameRTT, thetheoreticalestimateof buffersizerequirement
is accurate.Whenthreshold) is small,thebuffer sizerequirementis anupperbound,when )rM  � , theupperbound
is tight. For connectionswith differentRTT, theestimategivenby thelargestRTT is anupperbound,but is usuallyan
overestimate.Theestimategivenby thesmallestRTT is acloserapproximation.

6.4 Link Efficiency

Figure4 shows thelink efficiency for variousscenarios.In all cases,theefficiency increaseswith thethreshold,until
thethresholdis about � , wherethelink reachesalmostfull utilization. Smallthresholdresultsin low link utilization
becauseit generatescongestionsignalsevenwhentherouteris not really congested.Unnecessarywindow reduction
actionstakenby thesourceleadto link idling. The link efficiency resultsin Figure4 verify thechoiceof threshold
statedin Theorem4.

In the unlimited buffer cases(a), (b), (d), (e), the differencebetweenmark-tail andmark-front is small. However,
whenthe buffer size is limited as in cases(c) and(f), mark-fronthasmuchbetterlink efficiency. This is because
whencongestionhappens,mark-frontstrategy providesafastercongestionfeedbackthanmark-tail.Fastercongestion
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(b) Two connectionswith differentRTT
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(c) Five connectionswith sameRTT
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(d) Five connectionswith differentRTT

Figure3: Buffer sizerequirementin variousscenarios

feedbackpreventsthesourcefrom sendingmorepacketsthatwill bedroppedat thecongestedrouter. Multiple drops
causesourcetimeoutandidling at the bottlenecklink, andthusthe low utilization. This explainsthe drop of link
efficiency in Figure4 (c) and(f) whenthe thresholdexceedsabout10 packetsfor mark-tailandabout20 packetsin
mark-front.

6.5 Fairness

Scenarios2, 3, 4, 5, 6, 7 aredesignedto test the scenarioof the two markingstrategies. Figure5 shows lock-out
phenomenonandalleviation by mark-frontstrategy. With the mark-tail strategy, old connectionsoccupy the buffer
andlock-outnew connections.Althoughthetwo connectionsin scenario3 havethesametimespan,thenumberof the
acknowledgedpacketsin thefirst connectionis muchlargerthanthatof thesecondconnection,Figure5(a).In scenario
4, theconnectionwith largeRTT (157ms)startsat thesametime astheconnectionwith smallRTT (59 ms),but the
connectionwith smallRTT grows faster, takesover a largeportionof thebuffer roomandlocksout theconnection
with largeRTT. Of all of thebandwidth,only 6.49%is allocatedto theconnectionwith largeRTT. Mark-frontstrategy
alleviatesthediscriminationagainstlargeRTT by markingpacketsalreadyin thebuffer. Simulationresultsshow that
mark-frontstrategy improvestheportionof bandwidthallocatedto connectionwith largeRTT from 6.49%to 21.35%.

Figure6 showstheunfairnessindex for themark-tailandthemark-frontstrategies.In Figure6(a),thetwo connections
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Figure4: Link efficiency in variousscenarios
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Figure5: Lock-outphenomenonandalleviationby mark-frontstrategy

have the sameconfiguration. Which connectionreceivesmore packets than the other is not deterministic,so the
unfairnessindex seemsrandom.But in general,mark-fronthassmallerunfairnessindex thanmark-tail.

In Figure6(b), thetwo connectionsaredifferent: thefirst connectionstartsfirst andtakesthebuffer room. Although
the two connectionshave the sametime span,if mark-tail strategy is used,the secondconnectionis locked out by
the first andthereforereceivesfewer packets. Mark-front avoids this lock-out phenomenon.The resultsshow that
theunfairnessindex of mark-frontis muchsmallerthanthatof mark-tail. In addition,asthethresholdincreases,the
unfairnessindex of mark-tailincreases,but themark-frontremainsroughlythesame,regardlessof thethreshold.

Figure6(c) shows the differenceon connectionswith differentRTT. With mark-tail strategy, the connectionswith
smallRTT grow fasterandthereforelockedout theconnectionswith largeRTT. Sincemark-frontstrategy doesnot
have thelock-outproblem,thediscriminationagainstconnectionswith largeRTT is alleviated.Thedifferenceof the
two strategiesis obviouswhenthethresholdis large.

Figure6(e)shows theunfairnessindex whentherouterbuffer sizeis limited. In this scenario,whenthebuffer is full,
the routerdropsthe the packet in the front of the queue.Whenever a packet is sent,the routercheckswhetherthe
currentqueuesizeis largerthanthethreshold.If yes,thepacket is marked.Thefigureshows thatmark-frontis fairer
thanmark-tail.

Similar resultsfor fiveconnectionsareshown in Figure6(d)and6(f).

7 Apply to RED

Theanalyticalandsimulationresultsobtainedin previoussectionsarebasedon thesimplifiedcongestiondetection
modelthata packet leaving a routeris markedif theactualqueuesizeof therouterexceedsthethreshold.However,
RED usesa differentcongestiondetectioncriterion. First, RED usesaveragequeuesizeinsteadof theactualqueue
size.Second,apacket is notmarkeddeterministically, but with a probabilitycalculatedfrom theaveragequeuesize.

In this section,we apply the mark-frontstrategy to the RED algorithmandcomparethe resultswith the mark-tail
strategy. Becauseof the difficulty in analyzingRED mathematically, the comparisonis carriedout by simulations
only.

RED algorithmneedsfour parameters:queueweight � , minimumthreshold��v Z dnw , maximumthreshold��v Z;xUy and
maximummarkingprobabilityz Z;xUy . AlthoughdeterminingthebestREDparametersis outof thescopeof thispaper,
wehave testedseveralhundredof combinations.In almostall thesecombinations,mark-fronthasbetterperformance
thanmark-tailin termsof buffer sizerequirement,link efficiency andfairness.
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Figure6: Unfairnessin variousscenarios
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Figure7: Buffer sizerequirementfor differentqueueweight,z Z;xUy ��O � �

Insteadof presentingindividual parametercombinationsfor all scenarios,we focuson onescenarioandpresentthe
resultsfor a rangeof parametervalues. The simulationscenariois the scenario3 of two overlappingconnections
describedin section6.1. Basedon therecommendationsin [13], we vary thequeueweight � for four values:0.002,
0.02,0.2and1, vary ��v Z dmw from 1 to 70,fix ��v Z{xYy as 6.��v Z dmw , andfix z Z;xUy as0.1.

Figure7 shows thebuffer sizerequirementfor both strategieswith differentqueueweight. In all cases,mark-front
strategy requiressmallerbuffer sizethanthemark-tail. Theresultsalsoshow thatqueueweight � is a major factor
affectingthebuffer sizerequirement.Smallerqueueweightrequireslargerbuffer. Whentheactualqueuesizeis used
(correspondingto �0�H� ), REDrequirestheminimumbuffer size.

Figure8 shows thelink efficiency. For almostall valuesof threshold,mark-frontprovidesbetterlink efficiency than
mark-tail.Contraryto thecommonbelief, theactualqueuesize(Figure8(d)) is no worsethantheaveragequeuesize
(Figure8(a))in achieving higherlink efficiency.

The queuesize traceat the congestedrouter shown in Figure 9 providessomeexplanationfor the smallerbuffer
sizerequirementandhigherefficiency of mark-frontstrategy. Whencongestionhappens,mark-frontdeliversfaster
congestionfeedbackthanmark-tailsothatthesourcescanstopsendingpacketsearlier. In Figure9(a),with mark-tail
signal,thequeuesizestopsincreasingat1.98second.With mark-frontsignal,thequeuesizestopsincreasingat 1.64
second.Thereforemark-frontstrategy needssmallerbuffer.
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Figure8: Link efficiency for differentqueueweight, z Z;xUy ��O � �

On theotherhand,whencongestionis gone,mark-tail is slow in reportingthechangeof congestionstatus.Packets
leaving therouterstill carrythecongestioninformationsetat thetimewhenthey enteredthequeue.Evenif thequeue
is empty, thesepacketsstill tell the sourcesthat the router is congested.This out-datedcongestioninformation is
responsiblefor thelink idling around6thsecondand12thsecondin Figure9(a).As a comparison,in Figure9(b), the
samepacketscarrymoreup-to-datecongestioninformationto tell thesourcesthat therouteris no longercongested,
sothesourcessendmorepacketsin time. Thusmark-frontsignalhelpsto avoid link idling andimprovetheefficiency.

Figure10showstheunfairnessindex. Bothmark-frontandmark-tailhavebig oscillationsin theunfairnessindex when
thethresholdchanges.Theseoscillationsarecausedby therandomnessof how many packetsof eachconnectionget
marked in the bursty TCP slow startphase.Changingthe thresholdvaluecansignificantlychangethe numberof
markedpacketsof eachconnection.In spiteof therandomness,in mostcasesmark-frontis fairerthanmark-tail.

8 Conclusion

In this paperwe analyzethemark-frontstrategy usedin Explicit CongestionNotification(ECN). Insteadof marking
thepacket from thetail of thequeue,this strategy marksthepacket in the front of thequeueandthusdeliversfaster
congestionsignalsto thesource.Comparedwith themark-tailpolicy, mark-frontstrategy hasthreeadvantages.First,
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Figure10: Unfairnessfor differentqueueweight,z Z{xYy �$O � �
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it reducesthebuffersizerequirementattherouters.Second,it providesmoreup-to-datecongestioninformationtohelp
thesourceadjustits window in timeto avoid packetlossesandlink idling, andthusimprovesthelink efficiency. Third,
it improvesthefairnessamongold andnew users,andhelpsto alleviateTCP’sdiscriminationagainstconnectionswith
largeroundtrip time.

With a simplified model,we analyzethe buffer sizerequirementfor both mark-frontandmark-tail strategies. Link
efficiency, fairnessandmorecomplicatedscenariosare testedwith simulations. The resultsshow that mark-front
strategy achievesbetterperformancethanthecurrentmark-tail policy. We alsoapply the mark-frontstrategy to the
REDalgorithm.Simulationsshow thatmark-frontstrategy usedwith REDhassimilaradvantagesovermark-tail.

Basedon the analysisandthe simulations,we concludethat mark-front is an easy-to-implementimprovementthat
providesa bettercongestioncontrol thathelpsTCPto achieve smallerbuffer sizerequirement,higherlink efficiency
andbetterfairnessamongusers.
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Abstract

Computernetworks use congestionfeedbackfrom the
routersanddestinationsto control the transmissionload.
Delivering timely congestionfeedbackis essentialto the
performanceof networks. Reactionto thecongestioncan
bemoreeffective if fasterfeedbackis provided. Current
TCP/IP networks use timeout, duplicateACKs and ex-
plicit congestionnotification (ECN) to deliver the con-
gestionfeedback,eachprovides a fasterfeedbackthan
the previous method. In this paper, we proposea mark-
front strategy thatdeliversanevenfastercongestionfeed-
back.With analyticalandsimulationresults,weshow that
mark-frontstrategy reducesbuffer sizerequirement,im-
proveslink efficiency andprovidesbetterfairnessamong
users.

Keywords: Explicit CongestionNotification, mark-front,
congestioncontrol,buffer sizerequirement,fairness.

1 Introduction

Computernetworks use congestionfeedbackfrom the
routersanddestinationsto control the transmissionload.
Whenthefeedbackis “not congested”,thesourceslowly
increasesthe transmissionwindow. When the feedback
is “congested”,thesourcereducesits window to alleviate
thecongestion[1]. Deliveringtimely congestionfeedback
is essentialto theperformanceof networks.Thefasterthe
feedbackis, themoreeffective thereactionto congestion
canbe.

TCP/IPnetworks usesthreemethods— timeout,dupli-
cateACKsandECN— to delivercongestionfeedback.

In 1984,Jain[2] proposedto usetimeoutasan indicator
of congestion. Whena packet is sent,the sourcestarts
a retransmissiontimer. If the acknowledgmentis not re-
ceivedwithin acertainperiodof time,thesourceassumes
congestionhashappenedandthepackethasbeenlostbe-
causeof thecongestion.The lost packet is retransmitted
�
This researchwassponsoredin part by NSFAward#9809018and

NASA GlenResearchCenter.

andthe source’s congestionwindow is reduced.Sinceit
hasto wait for thetimer to expire, timeoutturnsout to be
theslowestfeedback.

With duplicateACKs, thereceiver sendsanacknowledg-
ment after the receptionof a packet. If a packet is not
received but its subsequentpacket arrives, the ACK for
thesubsequentpacket is aduplicateACK. TCPsourcein-
terpretsthe receptionof threeduplicateACKs asan in-
dicationof packet loss. DuplicateACKs avoid the long
wait for theretransmissiontimer to expire,andtherefore,
deliversa fasterfeedbackthantimeout.

Both timeoutandduplicateACKs methodssendconges-
tion feedbackat thecostof packet losses,which not only
increasethetraffic in thenetwork,butalsoaddlargetrans-
fer delay. Studies[3, 4, 5,6,7] show thatthethroughputof
theTCPconnectionis limited by packet lossprobability.

The congestionfeedbacksfrom timeout and duplicate
ACKs are implicit becausethey are inferredby the net-
works. In timeoutmethod,incorrecttimeoutvaluemay
causeerroneousinferenceat the source. In duplicate
ACKsmethod,all layersmustsendthepacketsin order. If
somelinks have selective local link-layer retransmission,
likethoseusedin wirelesslinks tocombattransmissioner-
rors,thepacketsarenot deliveredin order. Theinference
of congestionfrom duplicateACKsusno longervalid.

RamakrishnanandJain’swork in [8], whichhasbeenpop-
ularly calledthe DECbit scheme, usesa singlebit in the
network layer headerto signal the congestion.The Ex-
plicit CongestionNotification(ECN)[9, 10], motivatedby
theDECbitscheme,providesa mechanismfor intermedi-
ateroutersto sendearlycongestionfeedbackto thesource
beforeactualpacket losseshappen.The routersmonitor
their queuelength. If thequeuelengthexceedsa thresh-
old, the routermarksthe CongestionExperiencedbit in
theIP header. Uponthereceptionof a markedpacket,the
receivermarkstheECN-Echobit in theTCPheaderof the
acknowledgmentto sendthecongestionfeedbackbackto
thesource.In this way, ECN deliversanevenfastercon-
gestionfeedbackexplicitly setby therouters.

In mostECNimplementations,whencongestionhappens,
the congestedroutermarksthe incomingpacket. When



the buffer is full or when a packet needsto be dropped
asin RandomEarly Detection(RED),someimplementa-
tions have the “drop from front” option to drop packets
from thefront of thequeue,assuggestedin Yin [12] and
Lakshman[13]. However, noneof theseimplementations
markthepacket from thefront of thequeue.

In thispaper, weproposethe“mark-front” strategy. When
apacketis sentfromarouter, theroutercheckswhetherits
queuelengthis greaterthanthepre-determinedthreshold.
If yes, the packet is marked andsentto the next router.
The mark-frontstrategy differs from the current“mark-
tail” policy in two ways.First,theroutermarksthepacket
in thefront of thequeueandnot the incomingpacket, so
thecongestionsignaldoesnotundergothequeueingdelay
asthedatapackets. Second,the routermarksthepacket
at the time whenit is sent,andnot at the time whenthe
packet is received.In thisway, a moreup-to-dateconges-
tion feedbackis givento thesource.

Themark-frontstrategy alsodiffers from the “drop from
front” option,becausewhenpacketsaredropped,only im-
plicit congestionfeedbackcanbeinferredfrom timeoutor
duplicateACKs. Whenpacketsaremarked,explicit and
fastercongestionfeedbackis sentto thesource.

Our studyfindsthat,by providing fastercongestionfeed-
back,mark-frontstrategy reducesthebuffer sizerequire-
mentat the routers;it avoids packet lossesandthus im-
provesthelink efficiency whenthebuffer sizein routersis
limited. Our simulationsalsoshow thatmark-frontstrat-
egy improvesthe fairnessamongold andnew users,and
alleviatesTCP’s discriminationagainstconnectionswith
largeroundtrip times.

This paperis organizedas follows. In section2 we de-
scribe the assumptionsfor our analysis. Dynamicsof
queuegrowth with TCPwindow controlis studiedin sec-
tion 3. In section4, we comparethe buffer sizerequire-
mentof mark-frontandmark-tailstrategies. In section5,
weexplainwhy mark-frontis fairerthanmark-tail. In sec-
tion 6, the simulationresultsthat verify our conclusions
arepresented.

2 Assumptions

In [9], ECN is proposedto be usedwith averagequeue
lengthandRED. Thepurposeof averagequeuelengthis
to avoid sendingcongestionsignalscausedby burstytraf-
fic, and the purposeof RED is to desynchronizesender
windows [14, 15] so that the router can have a smaller
queue.BecauseaveragequeuelengthandRED arediffi-
cult to analyzedmathematically, in this paperwe assume
a simplifiedcongestiondetectioncriterion: whentheac-
tual queuelength is smaller than the threshold,the in-

comingpacketwill notbemarked;whentheactualqueue
lengthexceedsthethreshold,theincomingpacketwill be
marked.

We also make the following assumptions.(1) Receiver
windows arelargeenoughsothebottleneckis in thenet-
work. (2) Sendersalwayshave datato send. (3) There
is only onebottlenecklink thatcausesqueuebuildup. (4)
Receivers acknowledgeevery packet received and there
arenodelayedacknowledgments.(5) Thequeuelengthis
measuredin packetsandall packetshavethesamesize.

3 Queue Dynamics

In thissection,westudytherelationshipbetweenthewin-
dow sizeat thesourceandthequeuesizeat thecongested
router. Theanalysisis madeon oneconnection,simula-
tion resultsof multiple connectionswill be presentedin
section6.

Undertheassumptionof onebottleneck,whencongestion
happens,packetspile uponly at thebottleneckrouter. The
following lemmais obvious.

Lemma 1 If thedatarateof thebottleneck link is � pack-
etsper second,thenthe inter-arrival timeof downstream
packetsandACKsfor this connectioncannot beshorter
than ����� seconds.If the bottleneck link is fully-loaded,
thentheinter-arrival timeis ���	� seconds.

Denotethesourcewindow sizeat time 
 as ���
�� , thenwe
have

Theorem 1 Considera transmissionpath with only one
bottleneck link. Supposethefixedroundtrip timeis � sec-
onds,thebottleneck link rateis � packetspersecond,and
thepropagationbetweenthesourceandbottleneck router
is 
�� . If the bottleneck link hasbeenbusy for at least �
seconds,and a packet arrives at the congestedrouter at
time 
 , thenthequeuelengthat thecongestedrouteris

� ��
��������
���
 � ��������� (1)

Proof Considerthe packet that arrivesat the congested
router at time 
 . It was sentby the sourceat time 
 �

�� . At that time, the numberof packetson the forward
pathandoutstandingACKsonthereversepathwas ���
!�

��"� . By time 
 , 
��	� ACKs arereceivedby thesource.All
packetsbetweenthesourceandtherouterhaveenteredthe
congestedrouteror havebeensentdownstream.As shown
in Figure1, thepipe lengthfrom thecongestedrouterto
thereceiver, andbackto thesourceis �#�$
 � . Thenumber
of downstreampacketsand outstandingACKs are ���%�

 � �&� . Therestof the �'��
(�)
 � � unacknowledgedpackets
arestill in thecongestedrouter. Sothequeuelengthis
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Thisfinishestheproof.

Notice that in this theorem,we did not usethe number
of packets betweenthe sourceand the congestedrouter
to estimatethe queuelength,becausethe packetsdown-
streamfrom the congestedrouter and the ACKs on the
reversepathareequallyspaced,but thepacketsbetween
thesourceandthecongestedroutermaynotbe.

4 Buffer Size Requirement

ECN feedbackcanbe usedto achieve zero-lossconges-
tion control. If routershave enoughbuffer spaceandthe
thresholdvalueis properlyset,thesourcecancontrol the
queuelengthby adjustingits window size basedon the
ECN feedback.The buffer sizerequirementwill be the
maximumqueuesizethatcanbereachedbeforethewin-
dow reductiontakeseffect. In this section,we useThe-
orem1 to studythe buffer sizerequirementof mark-tail
andmark-frontstrategies.

4.1 Mark-Tail Strategy

Suppose. is the packet that increasedthe queuelength
over the threshold/ , andit wassentfrom the sourceat
time 021 andarrivedat thecongestedrouterat time 
31 . Its
acknowledgment,which wasanECN-echo,arrivedat the
sourceattime 0�4 andthewindow wasreducedat thesame
time. We alsoassumethat thelastpacketbeforethewin-
dow reductionwassentat time 0	54 andarrivedat thecon-
gestedrouterat time 
 54 .

If / is reasonablylarge(about��� ) suchthatthebuildupof
aqueueof size/ needs� time,theassumptionin Theorem
1 is satisfied,wehave

/�� � ��
 1 �6�7���
 1 ��
��	�������8����90 1 ��������� (3)

If / is small, ��� is anoverestimateof thenumberof down-
streampacketsandACKson thereversepath.So

���0:1��<;=/?>@���!� (4)

Sincethe time elapsebetween0:1 and 0 4 is oneRTT, if
packet . werenotmarked,thecongestionwindow would
increaseto A	��90 1 � . Because. was marked, when the
ECN-Echois received,thecongestionwindow was

��90 54 ���BA��'�90 1 ���=�C;=A!��/)>@���D���=�-� (5)

Whenthe lastpacket sentunderthis window reachedthe
routerat time 
 54 , thequeuelengthwas

� ��
E54 �6�7���0	54 �������%;7A	/?>@���F�=�-� (6)

Upon the receiptof ECN-Echo,the congestionwindow
washalved. The sourcecannot sendany morepackets
beforehalf of the packetsare acknowledged. So A�/G>
����=� is themaximumqueuelength.

Theorem 2 In a TCP connectionwith ECN congestion
control, if thefixedroundtrip timeis � seconds,thebottle-
neck link rate is � packetsper second,andthebottleneck
routerusesthreshold/ for congestiondetection,thenthe
maximumqueuelengthcanbereachedin slowstartphase
is lessthanor equalto A�/@>?���'�H� .

When / is large, thebound A�/7>*���I�J� is tight. Since
thequeuelengthin congestionavoidancephaseis smaller,
thisboundis actuallythebuffer sizerequirement.

4.2 Mark-Front Strategy

Suppose. is the packet that increasedthe queuelength
over the threshold/ , andit wassentfrom the sourceat
time 0:1 andarrivedat thecongestedrouterat time 
31 . The
routermarkedthepacket .CK thatstoodin thefront of the
queue.Theacknowledgmentof .CK , which wasanECN-
echo,arrivedat thesourceat time 0�4 andthewindow was



reducedat thesametime. Wealsosupposethelastpacket
beforethewindow reductionwassentat time 0 54 andar-
rivedat thecongestedrouterat time 
 54 .

If / is reasonablylarge(about��� ) suchthatthebuildupof
aqueueof size/ needs� time,theassumptionin Theorem
1 is satisfied.We have

/�� � ��
 1 �6�7���
 1 ��
��	�������8����90 1 ��������L (7)

If / is small, ��� is anoverestimateof thenumberof down-
streampacketsandACKsonthereversepath.So

��90:1��M;)/)>@����� (8)

In slow start phase,the sourceincreasesthe congestion
window by onefor every acknowledgmentit receives. If
therewereno congestion,upon the receptionof the ac-
knowledgmentof . , the congestionwindow would be
doubledto A	��90 1 � . However, whentheacknowledgment
of . K arrived, /N��� acknowledgmentscorrespondingto
packetsprior to . werestill on theway. So thewindow
sizeat time 0 54 was

���0 54 ���JA	��90:1����=��/7�H�����H�C;H/@>HA������ (9)

Whenthelastpacket sentunderthis window reachedthe
routerat time 
E54 , thequeuelengthwas
� ��
E54 �6�7���0	54 �������%;H/@>HA����F�����8��/?>@���!� (10)

Upon the receipt of ECN-Echo,congestionwindow is
halved. The sourcecan not sendany more packetsbe-
fore half of thepacketsareacknowledged.So /7>=��� is
themaximumqueuelength.

Theorem 3 In a TCP connectionwith ECN congestion
control, if thefixedroundtrip timeis � seconds,thebottle-
neck link rate is � packetsper second,andthebottleneck
routerusesthreshold/ for congestiondetection,thenthe
maximumqueuelengththat canbereachedin slowstart
phaseis lessthanor equalto /)>@��� .
When / is large, the bound /N>B��� is tight. Sincethe
queuelength in congestionavoidancephaseis smaller,
thisboundis actuallythebuffer sizerequirement.

Theorem2 and3 estimatethebuffer sizerequirementfor
zero-lossECN congestioncontrol. They show that the
mark-frontstrategy reducesthebuffer sizerequirementby
��� , a bandwidthroundtrip timeproduct.

5 Fairness

Oneof theweaknessesof mark-tailpolicy is its discrimi-
nationagainstnew flows. Considerthe time whena new

flow joins the network and the buffer of the congested
routeris occupiedby packetsof old flows. With themark-
tail strategy, the packet that just arrived will be marked,
but thepacketsalreadyin thebuffer will besentwithout
beingmarked. Theacknowledgmentsof thesentpackets
will increasethewindow sizeof theold flows. Therefore,
theold flowsthatalreadyhavelargeshareof theresources
will grow even larger, but thenew flow with small or no
shareof the resourceshasto back off sinceits window
sizewill bereducedby themarkedpackets.This is called
a “lock-out” phenomenonbecausea singleconnectionor
afew flowsmonopolizethebuffer spaceandpreventother
connectionsfrom gettingroom in the queue[16]. Lock-
out leadsto grossunfairnessamongusersand is clearly
undesirable.

Contraryto the mark-tail policy, the mark-frontstrategy
marks packets alreadyin the buffer. Flows with large
buffer occupancy have higherprobability to be marked.
Flowswith smallerbuffer occupancy will lesslikely to be
marked. Therefore,old flows will backoff to give partof
their buffer room to the new flow. This helpsto prevent
thelock-outphenomenon.Therefore,mark-frontstrategy
is fairerthanmark-tailstrategy.

TCP’sdiscriminationagainstconnectionswith largeRTTs
is also well known. The causeof this discrimination
is similar to the discriminationagainstnew connections.
Connectionswith smallRTTs receivestheir acknowledg-
mentfasterandthereforegrow faster. Startingat thesame
time as connectionswith large RTTs, connectionswith
smallRTTswill takelargerroomin thebuffer. With mark-
tail policy, packetsalreadyin thequeuewill notbemarked
but only newly arrivedpacketswill bemarked.Therefore,
connectionswith small RTTs will grow even larger, but
connectionswith largeRTTshaveto backoff. Mark-front
alleviatesthisdiscriminationby treatingall packetsin the
buffer equally. Packetsalreadyin thebuffer mayalsobe
marked.Therefore,connectionswith largeRTTscanhave
largerbandwidth.

6 Simulation Results

In orderto comparethe mark-frontandmark-tail strate-
gies,weperformedasetof simulationswith the OP0 simu-
lator [11].

6.1 Simulation Models

Our simulationsarebasedon thebasicsimulationmodel
shown in Figure2. A numberof sources0 4 LQ0SR	L:�2�2�:LQ0ST
areconnectedto the router � 4 by 10 Mbps links. Router
� 4 is connectedto �:R by a 1.5 Mbps link. Destinations
�D4	LU� R L:�2�:�2LU� T areconnectedto � R by 10Mbpslinks. The
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Figure2: Simulationmodel.

link speedsarechosensothatcongestionwill only happen
at therouter ��4 , wheremark-tailandmark-frontstrategies
aretested.

With thebasicconfiguration,thefixedroundtrip time,in-
cluding the propagationtime andthe processingtime at
therouters,is 59 ms.Changingthepropagationdelaybe-
tweenrouter ��4 and � R from 20msto 40msgivesanRTT
of 99 ms. Changingthe propagationdelaysbetweenthe
sourcesandrouter ��4 givesusconfigurationsof different
RTTs. An FTPapplicationrunson eachsource.Thedata
packetsizeis 1000bytesandtheacknowledgmentpacket
sizeis 40bytes.TCPRenoandECNareusedfor conges-
tion control.

The following simulationscenariosare designedon the
basicsimulationmodel. In eachof the scenarios,if not
otherwisespecified,all connectionshave an RTT of 59
ms,startat 0 secondandstopat the10thsecond.

1. Onesingleconnection.

2. Two connectionswith the sameRTT, starting and
endingat thesametime.

3. Two connectionswith the sameRTT, but the first
connectionstartsat0 secondandstopsatthe9thsec-
ond, thesecondconnectionstartsat the first second
andstopsat the10thsecond.

4. Two connectionswith RTT equalto 59 and157 ms
respectively.

5. Two connectionswith sameRTT, but thebuffer size
at thecongestedrouteris limited to 25packets.

6. Fiveconnectionswith thesameRTT.

7. Five connectionswith RRT of 59, 67, 137,157and
257msrespectively.

8. Five connectionswith the sameRTT, but the buffer
sizeat thecongestedrouteris limited to 25packets.

Scenarios1, 4, 6 and7 aremainlydesignedfor testingthe
buffer sizerequirement.Scenarios1, 3, 4, 6, 7, 8 arefor

link efficiency, andscenarios2,3,4,5,6,7 arefor fairness
amongusers.

6.2 Metrics

We usethreemetricsto comparethetheresults.Thefirst
metricis thebuffer sizerequirementfor zerolossconges-
tion control,whichis themaximumqueuesizethatcanbe
built upattherouterin theslow startphasebeforethecon-
gestionfeedbacktakeseffect. If thebuffer sizeis greater
or equalto this value,the network will not suffer packet
losses.Theanalyticalresultsfor oneconnectionaregiven
in Theorem2 and3. Simulationswill beusedin multiple-
connectionanddifferentRTT cases.

Thesecondmetric, link efficiency, is calculatedfrom the
numberof acknowledgedpacketsandthepossiblenumber
of packetsthat canbe transmittedduring the simulation
time. Therearetwo reasonsthatcausethelink efficiency
to be lower than full utilization. The first reasonis the
slow startprocess.In theslow startphase,thecongestion
window growsfrom oneandremainssmallerthanthenet-
work capacityuntil thelastround.Sothelink is not fully
usedin slow startphase.Thesecondreasonis low thresh-
old. If thecongestiondetectionthreshold/ is too small,
ECNfeedbackcancauseunnecessarywindow reductions.
Small congestionwindow leadsto link under-utilization.
Our experimentsarelong enoughsothattheeffect of the
slow startphasecanbeminimized.

Thethird metric,fairnessindex, is calculatedaccordingto
themethoddescribedin [17]. If V connectionssharethe
bandwidthand W�X is the throughputof connectionY , the
fairnessindex is calculatedas:

Z\[ Y]��O,^�0S0 � ��_ TXa` 4 WbX�� R
VG_ TXa` 4 W RX (11)

Whenall connectionshave thesamethroughput,thefair-
nessindex is 1. Thefartherthethroughputdistribution is
away from theequaldistribution, thesmallerthefairness
value is. Sincethe fairnessindex in our resultsis often
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Figure3: Buffer sizerequirementin variousscenarios

closeto 1, in ourgraphs,wedraw the d�O Z\[ Y]��O,^�0�0 index:

d�O Z\[ Y]��O,^�0�0e�f�g� Z\[ Y]��O,^�0�0-L (12)

to bettercontrastthedifference.

Theoperationsof ECN dependon thethresholdvalue / .
In ourresults,all threemetricsaredrawn for differentval-
uesof threshold.

6.3 Results

Figure3 shows the buffer sizerequirementfor mark-tail
andmark-frontstrategies.Themeasuredmaximumqueue
lengthsareshown with “ h ” and“ i ”. Thecorresponding
analyticalestimatesfromTheorem2 and3 areshownwith
dashedandsolid lines. Figure3(a)shows thebuffer size
requirementfor onesingleconnectionwith anRTT of 59
ms. Figure3(b) shows the requirementfor two connec-
tionswith differentRTTs. Figure3(c) shows therequire-
mentfor five connectionswith differentRTTs. Whenthe
connectionshave differentRTTs, the analyticalestimate
is calculatedfrom thesmallestRTT.

Fromtheseresults,wefind thatfor connectionswith equal
RTTs,theanalyticalestimateof buffer sizerequirementis
accurate.Whenthreshold/ is small, the buffer sizere-
quirementis an upperbound,when /kjl��� , the upper
boundis tight. For connectionswith differentRTTs, the
estimategivenby thelargestRTT is anupperbound,but is
usuallyanoverestimate.Theestimategivenby thesmall-
estRTT is acloserapproximation.

Figure4 shows thelink efficiency. Resultsfor mark-front
strategy aredrawn with solid line, andresultsfor mark-
tail strategy aredrawn with dashedline. In mostcases,
when the router buffer size is large enough,mark-front
andmark-tail have comparablelink efficiency, but when
thethresholdis small,mark-fronthaveslightly lowereffi-
ciency becausecongestionfeedbackis sentto thesource

faster. For the samevalueof threshold,fasterfeedback
translatesto more window reductionsand longer link
idling.

Whentherouterbuffer sizeis small,asin Figure4(c)and
Figure4(f), mark-fronthasbetterlink efficiency. This is
becausemark-frontsendscongestionfeedbackto source
faster, so the sourcecan reduceits window size sooner
to avoid packet losses.Without spendingtime on there-
transmissions,mark-front strategy can improve the link
efficiency.

Figure5 shows the unfairness.Again, resultsfor mark-
front strategy are drawn with solid line, and resultsfor
mark-tail strategy are drawn with dashedline. In Fig-
ure5(a),thetwo connectionshavethesameconfiguration.
Whichconnectionreceivesmorepacketsthantheotheris
not deterministic,so theunfairnessindex seemsrandom.
However, in general,mark-frontis fairerthanmark-tail.

In Figure5(b), thetwo connectionsaredifferent: thefirst
connectionstartsfirst, occupiesthebuffer roomandlocks
out thesecondconnection.Althoughthey have thesame
time span, the secondconnectionreceives fewer pack-
ets than the first. Mark-front avoids this lock-out phe-
nomenonand improvesthe fairness. In addition,as the
thresholdincreases,the unfairnessindex of mark-tail in-
creases,but themark-frontremainsroughlythesame,re-
gardlessof the threshold. Resultsfor five sameconnec-
tionsareshown in Figure5(d).

Figure5(c) shows thedifferenceon connectionswith dif-
ferentRTTs. With mark-tailstrategy, theconnectionswith
smallRTTs grow fasterandthereforelockedout thecon-
nectionswith largeRTTs. Mark-front strategy avoidsthe
lock-outproblemandalleviatethediscriminationagainst
connectionswith large RTT. The differenceof the two
strategiesis obviouswhenthethresholdis large. Results
for fiveconnectionswith differentRTTsareshown in Fig-
ure5(f).
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Figure4: Link efficiency in variousscenarios
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Figure5: Unfairnessin variousscenarios



Figure5(e) shows the unfairnesswhenthe routerbuffer
size is limited. In this scenario,the mark-tail strategy
markstheincomingpacketwhenthequeuelengthexceeds
the threshold,and dropsthe incoming packet when the
buffer is full. Themark-frontstrategy, on theotherhand,
marksanddropsthe packetsfrom the front of the queue
whennecessary. The resultsshow mark-frontstrategy is
fairerthanmark-tail.

7 Conclusion

In this paperwe study the mark-front strategy usedin
ECN. Insteadof markingthe packet from the tail of the
queue,this strategy marksthe packet in the front of the
queueandthusdeliversfastercongestionfeedbackto the
source. Our studyrevealsmark-front’s threeadvantages
over mark-tail policy. First, it reducesthebuffer sizere-
quirementat therouters.Second,whenthebuffer sizeis
limited, it reducespacketlossesandimprovesthelink effi-
ciency. Third, it improvesthefairnessamongold andnew
users,andhelpsto alleviateTCP’s discriminationagainst
connectionswith largeroundtrip times.

With a simplified model,we analyzethe buffer size re-
quirementfor both mark-front and mark-tail strategies.
Link efficiency, fairnessand more complicatedscenar-
ios are testedwith simulations. The resultsshow that
mark-frontstrategy hasbetterperformancethanthe cur-
rentmark-tailpolicy.
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Outline of Talk

n Present state of the Interent.
n QoS approaches to future data networks. 
n Research Issues.
n Progress to date:
� Task 1: DS over ATM
� Task 2: IS over DS
� Task 3: ATN
� Task 4: Satellite networks
� Task 5: MPLS

n Conclusions.



3Mohammed Atiquzzaman, University of Dayton,
Email: atiq@ieee.org

Current Internet

n TCP/IP glues together all the computers in the Internet.
n TCP/IP was designed for terrestrial networks.
n TCP/IP does not
� offer QoS to real time applications, or
� perform well in long delay bandwidth networks.
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Efforts to provide QoS in Internet

n Integrated Services (IS)
n Differentiated Services (DiffServ)
n Explicit Congestion Notification (ECN)
n Multiprotocol Label Switching (MPLS)
n Asynchronous Transfer Mode (ATM)
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Integrated Services

n RSVP to reserve resources during connection setup.
n End-to-end QoS guarantees.
n A router has to keep information about all connections 

passing through the router.
n Gives rise to scalability problem in the core routers.
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RSVP Signaling
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RSVP Signaling

n Reserves a portion of link bandwidth in each router
n The sender sends a PATH message with resource 

requirements for a flow. 
n Receiver responds with a RESV message
n Each router processes the RESV to reserve the 

required resources requested by the sender. 
n Routers can modify the QoS parameters of the RESV 

message if enough resources are  not available to meet 
the requirements.

n Each router in the entire path confirms the end-to-end 
reservation for the flow.
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IS Service Classes

n Guaranteed Load Service
� Low end-to-end delay, Jitter, Loss.
� Highest priority service.

n Controlled  Load Service
� Network should forward the packets with queuing delay 

not greater than that caused by the traffic’s own 
burstiness (RFC 2474).  
� Performance similar to that of an unloaded network.
� Traffic specifications from the Tspec.

n Best Effort   
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Differentiated Services

n Similar traffic are grouped into classes.
n Resources reserved for classes.
n QoS provided to classes.
� QoS to individual connections is an open research issue.

n QoS maintained by:
� Classification
� Traffic policing
ú Metering, dropping, tagging

� Traffic shaping

n Per Hop Behavior (PHB)
� Specifies QoS received by packets i.e. how packets are 

treated by the routers.
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Asynchronous Transfer Mode

n Strong QoS guarantees; suitable for real time 
applications.

n High cost prohibits use at the edge network or to the 
desktop.

n Currently used at the core of the Internet.
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Next Generation Internet

n Routers at the edge network will not need to carry too 
many connections
� IS can be used at the edge network.

n Core network needs to carry lot of connections. 
� Combination of DS, ATM and MPLS at the core.

n Satellite/Wireless links 
� Remote connectivity and mobility.
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Research Issues

n Service mapping between networks.
n Loss and delay guarantees.
n Interoperability among edge and core technologies.
n Interoperability with Aeronautical Telecommunications 

Network (ATN).
n Operation in satellite environment having high delay 

and loss.
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Task 1

Prioritized Early 
Packet Discard
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Asynchronous Transfer Mode (ATM)

n Service Classes
� Constant Bits Rate (CBR)
� Available Bit Rate (ABR)
� Unspecified Bit Rate (UBR)

n CLP in cell header
� Determines loss priority of packets
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Differentiated Services

Data Packet

Voice Packet

n Service Classes
� Premium Service: emulates leased line
� Assured Service
� Best Effort Service

n Various levels of drop precedence.
� Need to be mapped to ATM when running DS over ATM.
� Could be possible mapped to the CLP bit of ATM cell 

header.
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DS over ATM

n Possible Service Mappings
� Premium Service  à ATM CBR service.
� Assured Service à ATM UBR service with CLP=0
� Best Effort à ATM UBR service with CLP=1

n DS packets are broken down into cells at the DS-ATM 
gateway
� Drop precedence mapped to CLP bit

n Buffer Management at ATM switches
� Partial Packet Discard (PPD)
� Early Packet Discard (EPD)
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Prioritized EPD

n DS service classes can use the CLP bit of ATM cell 
header to provide service differentiation.

n EPD does not consider the priority of cells.
n Prioritized EPD can be used to provide service 

discrimination.
n Two thresholds are used to drop cells depending on 

the CLP bit.
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Buffer Management Schemes

n EPD n PEPD

0N

µλ

T
HT LT

0N

µλ

•QL < T 

Accept all packets.

•T ≤ QL < N

Discard all new incoming packets.

•QL ≥ N

•Discard all.

•QL <LT 

Accept all packets.

•LT ≤ QL < HT

Discard all new low priority 
packets.

•HT ≤ QL < N

Discard all new packets

QL ≥ N

•Discard all packets
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Steady State Diagram
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Steady State Equations
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Queue Occupancy

Simulation: N=120, LT=60, HT=80, h=0.5, q=1/6.
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Goodput versus load for h=0.5
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Goodput versus load for h=0.2, 0.5, 0.8

0.8 1 1.2 1.4 1.6 1.8 2 2.2
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Load

G
oo

gp
ut

G for 0.2
G for 0.5
G for 0.8
GH for 0.2
GH for 0.5
GH for 0.8
GL for 0.2
GL for 0.5
GL for 0.8

Simulation:  N=120, LT=60, HT=80, q=1/6.



25Mohammed Atiquzzaman, University of Dayton,
Email: atiq@ieee.org

Goodput for high priority vs. HT   
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Goodput of high priority vs. h
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Goodput for high priority versus LT
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OPNET Simulation Configuration

PEPD applied
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DS-ATM Protocol Stack

n AAL Layer marks the End 
of Packet.

n ATM_layer changes the 
CLP bit depending on the 
packet of the DS service.
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ATM Switch Node

n Support service 
differentiation in the ATM 
switch buffer.

n Change the buffer 
management scheme in the 
ATM_switch process to 
Prioritized EPD.



31Mohammed Atiquzzaman, University of Dayton,
Email: atiq@ieee.org

ATM_Switch Process 

Implements the PEPD buffer management to 
support service differentiation.
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Task 2

Mapping of 

IS over DS
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Traffic entering DS domain
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Differentiated Services

n Classification: Based on IP header field classifies into 
BA to receive particular per hop behavior (PHB)

n Metering: Measuring the traffic against token bucket to 
check for resource consumption

n Shaping: Treatment of out-of-profile traffic by placing it 
in a buffer.

n Dropping: Non-conformant traffic can be dropped for 
congestion avoidance

n Admission Control: Limiting the amount of traffic 
according to the resources in the DS domain.
� Implicit Admission Control: Performed at each router
� Explicit Admission Control : Dynamic resource allocation 

by a centralized bandwidth broker
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Various PHB’s

n Expedited Forwarding(EF PHB)
n Assured Forwarding (AF PHB)
n Best Effort (Default)



36Mohammed Atiquzzaman, University of Dayton,
Email: atiq@ieee.org

Queue Implementation (RED)
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QoS Specifications

n Bandwidth: 
n Latency: 
n Jitter: 
n Loss:
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Service Mapping from IS-DS

n Provide different levels of service differentiation.
n Provide QoS to multimedia and multicast applications.
n Scalability in terms of resource allocation.
n There is no over head due to per flow state 

maintenance at each router.
n Forwarding at each router according to the DSCP code.
n PHB’s along the path provide a scheduling result 

approximating the QoS requirements and results in IS
Integrated Service Differentiated Service

Guaranteed Load Expedite Forwarding

Controlled Load Assured Forwarding

Best effort Default best effort
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DS functionality

n Per Hop behavior (PHB)
n Behavior Aggregate (BA)
n Differentiated Services Code Point (DSCP)

1 2 3 4 5 6 7 8

DS field CU

TOS Byte
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Guaranteed load - EF PHB

n Guaranteed traffic performance can be met effectively 
using the EF PHB with proper policing and shaping 
functions.

n Shaping Delay   
n Queuing Delay
n Packets in the Scheduler
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Controlled Load - AF PHB

n Classified into delay classes based on the B/R  ratio of Tspec 
for each delay class; Aggregate Tspec is constructed  for all 
the admitted traffic.

n For each delay class, police the traffic against a token bucket 
derived above.

n Size of the queue  is set to limit the queuing  delay of AF 
requirement.

n RIO  dropping parameters are set according to the drop 
precedence of the AF class.

n AF instance service rate is set to bandwidth sufficient 
enough to meet the delay and loss requirements of the CL 
traffic.

n Bandwidth distributed between AF and BE to prevent the BF 
from starvation.

n Scheduling done with WFQ (Weighted Fair Queuing) or WRR 
(Weighted Round Robin)
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Traffic Conditioning at DS 
Boundary      
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Mapping Table for IS-to-DS

Flow Id T Spec Parameters

1 R = 400
P = 500
B = 700

2 R = 450
P = 550
B = 750

3 R = 500
P = 600
B = 800

4 R = 550
P = 650
B = 850

5 R = 600
P = 700
B = 900

6 R = 650
P = 750
B = 950

7 R = 700
P = 800
B = 1000

8 R = 750
P = 850
B = 1050

9 R = 800
P = 900
B = 1100

10 R = 850
P = 950
B = 1150

PHB DSCP

AF11 OO1O1O

AF32 O111OO

AF41 1OOO1O

EF OOO1OO
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Mapping of IS to DS

n Tspec parameters indicating resource reservation 
taken from RSVP signaling.

n Table entry contains Tspec parameters, flow IDs, PHB 
groups and DSCP values.

n Measures actual traffic flow rate against a token bucket 
according to the initial stored table entry.

n If the traffic is in-profile with the requested reservation, 
it classifies the packet and marks it with the available 
DSCP, which can approximately assure the requested 
QoS.

n The out-of profile traffic is stored in a buffer and 
shaped to be in conformance with the requested traffic 
profile.
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Mapping of IS to DS (contd.)

n Packets are forwarded in the DS domain according to 
the DSCP value and the PHB group.

n The forwarding treatment is basically concerned with 
the queue management policy and the priority of 
bandwidth allocation; these ensure the required 
minimum queuing delay, low jitter and maximum 
throughput.

n Depending on the implementations of the PHB’s inside 
the network, queue management could be RED, WRED, 
PQ, WFQ.
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IS-DS Simulation Configuration

Router1 Router2

EF Sources

1 - 5

AF Sources

6 - 12

BE Sources

13 - 20

EF Sinks

AF Sinks

BE Sinks
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Task 3

Interoperability with 
Aeronautical 

Telecommunications 
Networks (ATN)
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Overview of ATN

n Aeronautical Telecommunications Network.
n Supporting data link based ATC application & AOC.
n Integrating Air/Ground & Ground/Ground data 

communications network into a global internet serving 
ATC & AOC.

n Introducing a new paradigm of ATC based on data link 
rather than voice communications.

n Operating in a different environment with different data 
communication service provider.

n Supporting the interconnection of Ess & Iss using a 
variety of subnetwork types.
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Purpose of ATN

n Using the existing infrastructure.
n High availability.
n Mobile Communications.
n Prioritized end-to-end resource management.
n Scalability.
n Policy based routing.
n Future proofing                
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QoS of ATN

n Priority
n Transit Delay
n Error Probability
n Cost
n Security
n Reliability
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Model of Transport Layer
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Structure of TPDU



53Mohammed Atiquzzaman, University of Dayton,
Email: atiq@ieee.org

Variable Fields of TPDU header
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Comparison of ATN & IP Packets 
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Options Field of ATN Packet
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Options Field of ATN (contd.)
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TPDU & NPDU Priority Translation 
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Conclusions

n Tasks are progressing well and as planned.
n Modeling of Prioritized EPD has been completed.
n OPNET simulation of Prioritized EPD to be continued.
n ns simulation of IS over DS to be continued.
n ATN over DS mapping to be started.
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OverviewOverview

q Task 4: Explicit congestion notification -
improvements

q Task 5: Circuit emulation using MPLS

q Acknowledgement: The research reported here was
conducted by Chun Lei Liu, Wei Sun, and Dr. Arian
Durresi.
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Task 4: Buffer Management using ECNTask 4: Buffer Management using ECN

q Explicit Congestion Notification
q Standardized in RFC 2481, expected to be widely

implemented soon.
q Two bits in IP header: Congestion Experienced, ECN

Capable Transport
q Two bits in TCP header: ECN Echo, Congestion

Window Reduced

DestinationDestinationSourceSource
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RED Marking and DroppingRED Marking and Dropping

q No standard action specified
q One possibility is to randomly mark at lower

congestion levels. Random Early Detection (RED)
marking instead of dropping.

marking

probability queue size

no action marking dropping

pmax

th_min th_max
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Simulation ModelSimulation Model

TCP senders TCP receivers

router router
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Threshold & Buffer RequirementThreshold & Buffer Requirement

q In order to achieve full link utilization and zero packet
loss, ECN routers should
m have a buffer size of three times the bandwidth

delay product;
m set the threshold as 1/3 of the buffer size;

q Any smaller buffer size will result in packet loss.
q Any smaller threshold will result in link idling.
q Any larger threshold will result in unnecessary delay.
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Setting the ThresholdSetting the Threshold

Threshold

Threshold T= rd = Rate × Delay
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Buffer Requirement for No LossBuffer Requirement for No Loss
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theoretical
simulation      •

E
C

N
 b

uf
fe

r s
iz

e 
re

qu
ir

em
en

t



Raj JainThe Ohio State University

9

Problem with Mark TailProblem with Mark Tail

q Current ECN marks packets at the tail of the queue:
m Congestion signals suffer the same delay as data;
m When congestion is more severe, the ECN signal is

less useful;
m Flows arriving when buffers are empty may get

more throughput ⇒ unfairness.

Mark Tail
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Proposal: Mark FrontProposal: Mark Front

q Simulation Analysis has shown that mark-front
strategy
m Reduces the buffer size requirement,
m Increases link efficiency,
m Avoids lock-in phenomenon and improves fairness,
m Alleviates TCP’s discrimination again large RTTs.

Mark Tail Mark Front



Raj JainThe Ohio State University

11

Buffer RequirementBuffer Requirement

Threshold

Mark Front theoretical

Mark Tail theoretical

Mark Front simulation       •

Mark Tail simulation          ∆∆
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Tail

Tail

q Our theoretical bound is tight when threshold > rd
q Mark Front requires less buffer

Front
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Link EfficiencyLink Efficiency

Threshold
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q Mark-Front improves the link efficiency for the same
threshold.

Front

Tail
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UnfairnessUnfairness

Threshold

Tail

FrontU
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ai
rn

es
s

q Mark-Front improves fairness
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Task 4: Summary of ResultsTask 4: Summary of Results

q Mark-front strategy
m Reduces the buffer size requirement,
m Increases link efficiency,
m Avoids lock-in phenomenon and improves fairness

q This is specially important for long-bandwidth delay
product networks

Mark Tail Mark Front
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Task 5: IP Circuit EmulationTask 5: IP Circuit Emulation

q Problem Statement
q Applicability
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Telecommunications TodayTelecommunications Today

q Leased lines are a major source of revenue for carriers
q Both voice and data customers use leased lines

Carrier Network
(TDM, T1/T3/SONET  

based)

Enterprise
Networks
IP based

Enterprise
Networks
IP based

T1 Link T1 Link
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Telecommunications TomorrowTelecommunications Tomorrow

q Carriers are switching to ATM
q ATM is not being adopted in the enterprise.

⇒ There is a pressure on carriers to provide native IP
services

Carrier Network
(ATM + Some TDM)

Enterprise
Networks
IP based

Enterprise
Networks
IP based

ATM ATM
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Telecommunications FutureTelecommunications Future

q Carriers will switch to IP routers and switches
q MPLS will provide the glue to connect ATM and IP

equipment. (MPLS works with both technologies)
q It is important to provide leased line services to

customers on both ATM and IP based equipment

Carrier Network
(IP and ATM)

Enterprise
Networks
IP based

Enterprise
Networks
IP based

IP IP
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CBR over IPCBR over IP
q Definition of CBR is not trivial
q In the TDM world: CBR = Fixed bits/sec
q In ATM world: Cells are fixed size but can arrive

slightly at different time
⇒ CBR = Small CDVT (Cell delay variation
Tolerance)

q In IP: Packets are of different size and bursty

Time

Bytes

TDM
IP
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CBR over IP (CBR over IP (contcont))

q CBR is defined by limits on burstiness and rate
q How much variation from the straight line is ok?
q What these limits are and how to best specify them is

the first problem in this project. The solution has
many requirements as indicated next (including
aggregation for multiple sources).

q Traditional methods such as leaky bucket or token
bucket are not additive and not good for highly bursty
data traffic (ok for slightly bursty voice traffic)
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AggregationAggregation

q How to combine multiple CBR sources?

CBR source 1

CBR source 2
1+2
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Aggregation of VBR SourcesAggregation of VBR Sources

q How to combine multiple VBR sources?

VBR source 1

VBR source 2
1+2
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Optimized SolutionOptimized Solution

Rate

Burst

•Find the best rules how to multiplex different IP traffics
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Current Work StatusCurrent Work Status
q Using Leaky Bucket Model to do simulation
q Find the optimized multiplexing solution for different

input traffics scenarios
m For example: Multiplexing voice over IP

q Will work on D-BIND/H-BIND model later on
q Study to propose better model
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SummarySummary

1. Explicit congestion notification can be improved with
mark front strategy

2. Circuit emulation requires better models for traffic
specification
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Thank You!Thank You!
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Progress of the tasks

� Progress to date:
� Task 1: QoS in Integrated Services over DiffServ 

networks (UD)
� Task 2: Interconnecting ATN with the next generation 

Internet (UD)
� Task 3: QoS in DiffServ over ATM (UD)
� Task 4: Improving Explicit Congestion Notification with 

the Mark-Front Strategy (OSU)
� Task 5: Multiplexing VBR over VBR (OSU)
� Task 6: Achieving QoS for TCP traffic in Satellite 

Networks with Differentiated Services (OSU)
� Conclusions
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Task 1

QoS in Integrated Services
over DiffServ networks
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Integrated Services

� IntServ is one of models proposed by IETF to meet the 
demand for end-to-end QoS over heterogeneous networks.

� The IntServ model is characterized by resource 
reservation.

� IntServ implementation requires RSVP (Resource 
Reservation Protocol) signaling and resource allocations at 
every network element along the path.

� All the network elements must be RSVP-enable.

� Scalability problem becomes a bound on its implementation 
for the entire Internet.
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Differentiated Services

� DiffServ is currently being standardized to overcome the  
scalability issue of IntServ.

� This model does not require significant changes to the 
existing infrastructure, and does not need many additional 
protocols.

� Because it is based on the processing of aggregated flows 
(classes), DiffServ does not consider the need of end 
applications. 
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IntServ vs. DiffServ

� Advantage of IntServ: application oriented.
� Disadvantage of IntServ: scalability problem.

� Advantage of DiffServ: enables scalability across large 
networks.

� Disadvantage of DiffServ: does not consider the QoS 
requirements of end users.
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Problem Statement

� With the implementation of IntServ for small WAN networks 
and DiffServ for the Internet backbone, combining the 
advantages of IntServ and DiffServ, can TCP/IP traffic meet 
the QoS demands?

� Can QoS be provided to end applications?
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Objective

� To investigate the POSSIBILITY of providing end-to-end 
QoS when IntServ runs over DiffServ backbone in the next 
generation Internet.

� To propose a MAPPING FUNCTION to run IntServ over 
the DiffServ backbone.

� To show the SIMULATION RESULTS used to prove that 
QoS can be achieved by end IntServ applications when 
running over DiffServ backbone in the next generation 
Internet. 
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Possibility of End-to-end QoS

� To support the end-to-end QoS model, the IntServ 
architecture must be supported over a wide variety of 
different types of network elements.

� In this context, a network that supports DiffServ may be 
viewed as a network backbone.  

� Combining IntServ and DiffServ has been proposed by 
IETF as one of the possible solutions to achieve end-to-end 
QoS in the next generation Internet.
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Possibility of End-to-end QoS 
(Continued)

� Obviously, a mapping function from IntServ flows to 
DiffServ classes has to be developed. 
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Requirements of IntServ Services

� The objective of Guaranteed Service: to achieve a bounded 
delay, which means it does not control the minimal or 
average delay of datagram, merely the maximal delay.

� The objective of Controlled-load Service: to achieve little or 
no delay as that provided to best-effort traffic under lightly 
loaded conditions.

� Delay: fixed delay (such as transmission delay) & queuing 
delay. 

� Fixed delay is a property of chosen path; queuing delay is 
primarily a function of token bucket and data rate. 
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Tspec

� Tspec: according to RFC 2212 (Guaranteed service) and 
RFC 2211 (Controlled-load service), Tspec takes the form 
of:
� a token bucket specification, i.e.,  bucket rate (r) and bucket 

depth (b), and
� a peak rate (p), a minimum policed unit (m) and a maximum

datagram size (M).

Bucket Depth b

Incoming Token 
r (token/Sec)

Incoming
Traffic

P
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Resource Reservation

� In IntServ, resource reservation are made by requesting a 
service type specified by a set  of quantitative parameters 
known as Tspec (Traffic Specification).

� Each set of parameters determines an appropriate priority 
level.
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Mapping Considerations

� PHBs in DiffServ domain must be appropriately selected for 
each requested service in IntServ domain. 

� The required policing, shaping and marking must be done 
at the edge router of the DiffServ domain.

� Taking into account the resource availability in DiffServ 
domain, admission control must be implemented for 
requested traffic in IntServ domain.
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Proposed IntServ to DiffServ Mapping 

� In this study, we propose to map 

� Guaranteed service to EF PHB and 

� Controlled-load service to AF PHBs.
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Mapping Function

� Mapping function: a function which is used to assign an 
appropriate DSCP (DiffServ Codepoint) to a flow specified 
by Tspec parameters in IntServ domain. 

� The Mapping function should ensure that the required QoS 
could be achieved for IntServ when running over DiffServ 
domain.   



17Mohammed Atiquzzaman, University of Dayton,
Email: atiq@ieee.org

Mapping Function (Continued)

� Each packet in the flow from the IntServ domain has a flow 
ID indicated by the value of flow-id field in the IP header.

0 4 8 16 24 31

Vers TClass
Payload Length Next Header Hop Limit

Source
Address

Destination
Address

Flow ID

40-octet IPv6 base header
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Mapping Function (Continued)

� The flow ID attributed with the Tspec parameters is used to 
determine which flow the packet belongs to.

� It is possible for different senders to use the same Tspec
parameters to request service. However, they are 
differentiated by the flow ID. Flow ID is unique. 

� It is also possible that different flows can be mapped to the 
same PHB in the DiffServ domain. 
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An Example Mapping Function

� An example mapping function used in our simulation

001010AF114r=0.5 Mb, b=8000 bytes
001010AF113r=0.5 Mb, b=8000 bytes
001010AF112r=0.5 Mb, b=8000 bytes
101110EF1r=0.7 Mb, b=5000 bytes
101110EF0r=0.7 Mb, b=5000 bytes
DSCPPHBFlow IDTspec
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How Does the Mapping Function Work?

� Packets specified by Tspec parameters and Flow ID are 
first mapped to the corresponding PHBs in the DiffServ 
domain by appropriately assigning a DSCP according to 
the mapping function.

� Packets are then routed in the DiffServ domain where they 
receive treatments based on their DSCP code.
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Simulation Configurations

� Simulation tool: Berkeley ns V2.1b6
� Simulation configuration.

DS
Router
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Router
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� We integrated the mapping function into the edge DiffServ 
router. 

Simulation Configuration (Continued)

Queueing

MF
Classifier MarkerMapping

Function
Traffic

Conditioner

Traffic Meter

Ingress
Router

Core
Router

BA
Classifier

Admission Control
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Simulation Configurations (Continued)

� Configuration of queues  inside the core DiffServ router.

� Since the bandwidth of bottleneck link is 5Mb, the above 
scheduling weight implies bandwidth of 
� EF: 2Mb
� AF: 2Mb
� BE: 1Mb

0.2REDBE Queue
0.4RIOAF Queue
0.4PQ-Tail dropEF Queue

Scheduler 
weight

Queue Type
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Performance Criteria

� Goodput of each IntServ source.

� Queue size of each queue in the DiffServ core router. 

� Drop ratio at scheduler.

� Non-conformant ratio: the ratio of non-conformant 
packets as compared to in-profile packets.
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� Case 1: No congestion; no excessive traffic.

� Two Guaranteed service sources generate 1.4Mb traffic 
which is less than the scheduled bandwidth (2Mb)      No 
congestion.

� Source rate is equal to the bucket rate      No excessive 
traffic.

QoS Obtained by Guaranteed Service: 
Case 1

0.7Mb
0.7Mb

Source 
Rate

0.7Mb
0.7Mb

Token 
Rate

Resource 
Reservation

5000bytes
5000bytes

Bucket 
Depth

Guaranteed Service
Guaranteed Service

Source Type

1
0

Source 
NO.
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Goodput of Guaranteed Service: 
Case 1

� Simulation results of Case 1: Goodput of each 
Guaranteed Service source.

� Observation: the goodput of each source is almost equal 
to the corresponding source rate.

699.8011
699.8200

Case 1 
(Kb/S)

Flow 
ID

Source 
No.



27Mohammed Atiquzzaman, University of Dayton,
Email: atiq@ieee.org

Drop Ratio of Guaranteed Service: 
Case 1

� Simulation results of Case 1: Drop ratio of  Guaranteed 
Service traffic (measured at scheduler).

� Observation: since there is no significant congestion, the 
drop ratio is zero. 

0.00Guaranteed Service
Case 1Type of traffic
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Non-conformant Ratio of Guaranteed 
Service: Case 1

� Simulation results of Case 1: non-conformant ratio of 
each Guaranteed Service source.

� Observations: since there is no excessive traffic, the non-
conformant ratio is zero.

0.0011
0.0000

Case 1 Flow 
ID

Source 
No.
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Queue Size Plot: Case 1
QueueSizeVS.Time

CL(AF11)q.tr

BE(BE)q.tr

GL(EF)q.tr
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Queue Size Plot: Case 1 (Continued)

� Observations:
� Since Case 1 is an ideal case, the size of each queue is 

very small. 

� BE queue has the largest jitter.
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� Case 2: No congestion; source 1 generates excessive 
traffic.

� Two Guaranteed service sources generate 1.6Mb traffic 
which is less than the scheduled bandwidth (2Mb)      No 
congestion.

� Source rate of source 1 (0.9 Mb) is greater than the bucket 
rate (0.7Mb)      Source 1 generates excessive traffic.

QoS Obtained by Guaranteed Service: 
Case 2

0.9Mb
0.7Mb

Source 
Rate

0.7Mb
0.7Mb

Token 
Rate

Resource 
Reservation

5000bytes
5000bytes

Bucket 
Depth

Guaranteed Service
Guaranteed Service

Source Type

1
0

Source 
NO.
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Goodput of Guaranteed Service:
Case 2

� Simulation results of Case 2: Goodput of each 
Guaranteed Service source.

� Observations: the goodput of source 0 is almost equal to 
the corresponding source rate; however, the goodput of 
source 1 is equal to its token rate, 0.7Mb, instead of its 
source rate, 0.9Mb.

699.64699.8011
699.80699.8300

Case 2 
(Kb/S)

Case 1 
(Kb/S)

Flow 
ID

Source 
No.
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Drop Ratio of Guaranteed Service:
Case 2

� Simulation results of Case 2: Drop ratio of  Guaranteed 
Service traffic (measured at scheduler).

� Observation: since there is no significant congestion, the 
drop ratio is zero. 

0.000.00Guaranteed Service
Case 2Case 1Type of traffic



34Mohammed Atiquzzaman, University of Dayton,
Email: atiq@ieee.org

Non-conformant Ratio Guaranteed 
Service: Case 2

� Simulation results of Case 2: non-conformant ratio of 
each Guaranteed Service source.

� Observation: since source 1 generates excessive traffic, 
its non-conformant ratio is increased, compared to Case 1.

0.220.0011
0.000.0000

Case 2 Case 1 Flow 
ID

Source 
No.
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Queue Size Plot: Case 2
QueueSizeVS.Time
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Queue Size Plot: Case 2 (Continued)

� Observations:

� In this case, BE queue has the largest size and jitter; 

� Guaranteed service queue has the smallest size and 
jitter. 

� In addition, compared with Case 1, the upper bound of 
Guaranteed queue size is guaranteed.
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� Case 3: Guaranteed service gets into congestion; no 
excessive traffic----evaluation under congestion.

� Two Guaranteed service sources generate 2.7Mb traffic 
which is greater than the scheduled bandwidth (2Mb) 
Guaranteed service gets into congestion.

� Source rate is equal to the bucket rate       No excessive 
traffic.

QoS Obtained by Guaranteed Service: 
Case 3

2Mb
0.7Mb

Source 
Rate

2Mb
0.7Mb

Token 
Rate

Resource 
Reservation

5000bytes
5000bytes

Bucket 
Depth

Guaranteed Service
Guaranteed Service

Source Type

1
0

Source 
NO.
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Goodput of Guaranteed Service: 
Case 3

� Simulation results of Case 3: Goodput of each 
Guaranteed Service source.

� Observation: the total goodput of two sources is limited by 
the scheduled bandwidth, 2Mb, instead of 2.7Mb. 

1540.1400699.6359699.803911
459.8790699.8039699.825000

Case 3 
(Kb/S)

Case 2 
(Kb/S)

Case 1 
(Kb/S)

Flow 
ID

Source 
No.
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Drop Ratio of Guaranteed Service: 
Case 3

� Simulation results of Case 3: Drop ratio of  Guaranteed 
Service traffic (measured at scheduler).

� Observation: the drop ratio is increased. 

0.260.000.00Guaranteed Service
Case 3Case 2Case 1Type of traffic
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Non-conformant Ratio of  Guaranteed 
Service: Case 3

� Simulation results of Case 3: non-conformant ratio of 
each Guaranteed Service source.

� Observations: since there is no excessive traffic, the non-
conformant ratio is zero.

0.000.220.0011
0.000.000.0000

Case 3 Case 2 Case 1 Flow 
ID

Source 
No.
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Queue Size Plot: Case 3
QueueSizeVS.Time
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Queue Size Plot: Case 3 (Continued)

� Observations: since we increased the source rate and 
token rate of source 1 in order to make Guaranteed service 
congested, it is reasonable that the upper bound of 
Guaranteed service queue size is increased.
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� No congestion; source 3 generates excessive traffic. 
(Similar to Case 2 of Guaranteed Service)

� Total source rate is 1.7Mb, less than the scheduled 
bandwidth (2Mb)       No congestion.

� Source rate of source 3 (0.7 Mb) is greater than its bucket 
rate (0.5Mb)       Source 3 generates excessive traffic.

QoS Obtained by 
Controlled-load Service

8000bytes0.5Mb0.7MbControlled-load Service3
8000bytes0.5Mb0.5MbControlled-load Service4

0.5Mb

Source 
Rate

0.5Mb

Token 
Rate

Resource 
Reservation

8000bytes

Bucket 
Depth

Controlled-load Service

Source Type

2

Source 
NO.
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Goodput of Controlled-load Service

� Simulation results: Goodput of each Guaranteed 
Service source.

� Observations: the goodput of each source  is almost equal 
to the corresponding source rate, which is different from 
Case 2 of Guaranteed service.

� This is because the non-conformant packets are degraded 
and then forwarded. (Proposed as one of the forwarding 
scheme for non-conformant packets by RFC2211)

700.014033
499.988944

499.988922

Goodput
(Kb/S)

Flow 
ID

Source 
No.
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Drop Ratio of Controlled-load Service

� Simulation results: Drop ratio of  Guaranteed Service 
traffic (measured at scheduler).

� Observations: since there is no significant congestion, the 
drop ratio is zero. 

0.0000Controlled-load Service
Drop ratioType of traffic
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Non-conformant Ratio of 
Controlled-load Service

� Simulation results: non-conformant ratio of each 
Guaranteed Service source.

� Observations: since source 3 generates excessive traffic, 
its non-conformant ratio is much higher than other two’s.

0.2859333
0.0000044

0.0000022

Non-conformant 
Ratio

Flow 
ID

Source 
No.
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Queue Size Plot

QueueSizeVS.Time
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Observations

� The upper bound of queuing delay of Guaranteed Service 
is guaranteed. In addition, it always has the smallest jitter 
without being affected by other traffic flows.

� The controlled-load Service has the smaller jitter and 
queue size than the best effort traffic. The non-conformant 
packets are degraded and then forwarded. 
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Conclusion

� We have shown that the end-to-end QoS requirements 
of IntServ applications can be successfully achieved 
when IntServ traffic is mapped to the DiffServ domain 
in the next generation Internet. 
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Task 2

Interconnecting ATN with 
Next Generation Internet
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QoS Requirements of ATN

� To carry time critical information required for aeronautical 
applications, ATN provides different QoS to applications.

� In the ATN, priority has the essential role of ensuring that 
high priority safety related and time critical data are not 
delayed by low priority non-safety data, especially when the 
network is overloaded with low priority data. 

� The time critical information carried by ATN and the QoS 
required by ATN applications has led to the development of 
the ATN as an expensive independent network. 
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ATN & DiffServ

� The largest public network, Internet, only offers best-effort 
service to users and hence is not suitable for carrying time 
critical ATN traffic.

� The rapid commercialization of the Internet has given rise 
to demands for QoS over the Internet.

� DiffServ has been proposed by IETF as one of models to 
meet the demand for QoS.
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Objective

� To investigate the POSSIBILITY of providing QoS to ATN 
applications when it runs over DiffServ backbone in the 
next generation Internet.

� To propose a MAPPING FUNCTION to run ATN over the 
DiffServ backbone.

� To show the SIMULATION RESULTS used to prove that 
QoS can be achieved by end ATN applications when 
running over DiffServ backbone in the next generation 
Internet. 
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Significance

� Considerable cost savings could be possible if the next 
generation Internet backbone can be used to connect ATN 
subnetworks. 

Next
Generation

Internet

ATN

ATN
DS Edge Router

DS
Edge
Router

Air-Ground
Communication

Air-Ground
Communication

Ground-Ground
Communication
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Possibility of ATN over DiffServ

� The DiffServ model utilizes six bits in the TOS (Type of 
Service) field of the IP header to mark a packet for being 
eligible for a particular forwarding behavior.

� The NPDU (Network Protocol Data Unit) header of an ATN 
packet contains an option part including an 8-bit field 
named Priority which indicates the relative priority of the 
NPDU.

� The value 0000 0000 indicates normal priority; the values 
0000 0001 through 0000 1110 indicate the priority in an 
increasing order.
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Possibility of ATN over DiffServ 
(Continued)

� The similarity between an ATN packet and an IP packet, 
shown below, provides the possibility for mapping ATN to 
DiffServ to achieve the required QoS when they are 
interconnected. 

Data

Network Layer

Length Indicator

Version/Protocol ID

Lifetime

SP        MS        E/R

Type

Segment Length

Checksum

Destination Address
   Length Indicator

Destination Address

Source Address
  Length Indicator

Source Address

Segment Offset

Total Length

Options

Data Unit Identifier

ATN PacketIP Packet

Version Field

Internet Header

Type of service

Total Length

Identification

0       DF         MF

Fragment Offset

Time to Live

     Protocol

Header checksum

Source Address

Destination address

Options Field

Data

Priority

0 0 0 0 Priority

1110 high
1101
1100
1011
1010
1001
1000
0111
0110
0101
0100
0011
0010
0001-low
0000-normal
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Mapping Consideration 

� The PHB treatment of packets along the path in the 
DiffServ domain must approximate the QoS offered in the 
ATN network.
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Mapping Function

� We map the normal priority (indicated by Priority field in 
NPDU) in ATN domain to BE PHB in DiffServ domain; 

� Map the high priority in ATN domain to EF PHB in 
DiffServ domain; 

� Map the medium priorities in ATN domain to the 
corresponding classes of AF PHBs in DiffServ domain. 
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An Example Mapping Function

� An example mapping function used in our simulation

101110EFHigh00001110
001010AF11Medium0000 0111
000000BENormal0000 0000
DSCPPHBPriorityATN Priority Code
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Simulation Configurations

� Simulation tool: Berkeley ns V2.1b6
� Simulation configuration.
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Simulation Configurations (Continued)

� We integrated the mapping function into the edge DiffServ 
router. (Recall)

Queueing

MF
Classifier MarkerMapping

Function
Traffic

Conditioner

Traffic Meter

Ingress
Router

Core
Router

BA
Classifier
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� Table below shows the configuration of queues inside the 
core DiffServ router.

Since the bandwidth of bottleneck link is 5Mb, the above 
scheduling weight implies bandwidth of
� EF: 2Mb
� AF: 2Mb
� BE: 1Mb

Simulation Configurations (Continued) 

0.2REDBE Queue
0.4RIOAF Queue
0.4PQ-Tail dropEF Queue

Queue weightQueue Type
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Performance Criteria

� Goodput of each ATN source.

� Queue size of each queue. 

� Drop ratio at scheduler.
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� Case 1: No congestion.

� The amount of traffic with different priorities are equal to the
corresponding scheduled link bandwidth           No 
congestion.

QoS Obtained by ATN Applications: 
Case 1

0.666MbMedium Priority2, 3, 4
1MbHigh Priority 0, 1

0.2Mb

Source 
Rate

Normal Priority

Source Type

5,6,7,8,9

Source 
NO.
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Goodput of ATN Applications:
Case 1

� Results of Case 1: Goodput of each ATN source.

199.48200.00199.65200.00Src 5

Normal
201.98200.00201.85200.00Src 6
201.68200.00202.42200.00Src 7

200.467199.98199.88199.98Src 8
196.39200.00196.20200.00Src 9

668.47668.24666.66666.66Src 2
667.53667.34666.66666.66Src 3

999.99999.99999.99999.99Src 0

663.99664.42666.66666.66Src 4
Medium

999.99

Case 3 
(Kb/S)

999.99

Case 4 
(Kb/S)

Source Priority

999.99999.99Src 1High

Case 2 
(Kb/S)

Case 1 
(Kb/S)
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Drop Ratio of ATN Applications: Case 1

� Simulation results of Case 1: Drop ratio of  ATN traffic 
(measured at scheduler).

� Observations: since there is no significant congestion, the 
drop ratio is zero. 

0.000.000.000.00High Priority Traffic

0.490.490.000.00Medium Priority Traffic

0.00

Case 3

0.67

Case 4

0.670.00Normal Priority Traffic

Case 2Case 1Type of traffic
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Queue Size Plot: Case 1

QueueSizeVS.Time
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Queue Size Plot: Case 1 (Continued)

� Observations: since Case 1 is a ideal case, the average 
size of each queue is very small. BE queue has the largest 
jitter.
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� Case 2: Normal Priority traffic gets into congestion.

� The amount of traffic with Normal Priority (3Mb) is greater 
than the corresponding scheduled link bandwidth (1 Mb) 
Normal Priority traffic gets into congestion.

QoS Obtained by ATN Applications: 
Case 2

0.666MbMedium Priority2, 3, 4
1MbHigh Priority 0, 1

0.6Mb

Source 
Rate

Normal Priority

Source Type

5,6,7,8,9

Source 
NO.



70Mohammed Atiquzzaman, University of Dayton,
Email: atiq@ieee.org

Goodput of ATN Applications: Case 2

� Results of Case 2: Goodput of each ATN source.

199.4790200.0039199.6469200.0039Src 5

Normal
201.9780200.0039201.8520200.0039Src 6
201.6840200.0039202.4190200.0039Src 7
200.4660199.9830199.8779199.9830Src 8
196.3920200.0039196.2030200.0039Src 9

668.4719668.2409666.6660666.6660Src 2
667.5270667.3379666.6660666.6660Src 3

999.9990999.9990999.9990999.9990Src 0

663.9990664.4189666.6660666.6660Src 4
Medium

999.9990

Case 3 
(Kb/S)

999.9990

Case 4 
(Kb/S)

Sources

999.9990999.9990Src 1High

Case 2 
(Kb/S)

Case 1 
(Kb/S)
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Drop Ratio of ATN Applications: Case 2

� Simulation results of Case 2: Drop ratio of  ATN traffic 
(measured at scheduler).

� Observations: the drop ratio of Normal Priority traffic is 
increased.

0.000000.000000.000000.00000High Priority Traffic

0.499820.499820.000000.00000Medium Priority Traffic

0.00000

Case 3

0.66562

Case 4

0.665640.00000Normal Priority Traffic

Case 2Case 1Type of traffic
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Queue Size Plot: Case 2

QueueSizeVS.Time
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Queue Size Plot: Case 2 (Continued)

� Observations:
� In this case, the high priority traffic has the smallest 

average queue size and jitter; 

� The normal priority traffic has the biggest average 
queue size and jitter.
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� Case 3: Medium Priority traffic gets into congestion.

� The amount of traffic with Medium Priority (4Mb) is greater 
than the corresponding scheduled link bandwidth (2 Mb) 
Medium Priority traffic gets into congestion.

QoS Obtained by ATN Applications: 
Case 3

1.333MbMedium Priority2, 3, 4
1MbHigh Priority 0, 1

0.2Mb

Source 
Rate

Normal Priority

Source Type

5,6,7,8,9

Source 
NO.
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Goodput of ATN Applications: Case 3

� Results of Case 3: Goodput of each ATN source.

199.4790200.0039199.6469200.0039Src 5

Normal
201.9780200.0039201.8520200.0039Src 6
201.6840200.0039202.4190200.0039Src 7
200.4660199.9830199.8779199.9830Src 8
196.3920200.0039196.2030200.0039Src 9

668.4719668.2409666.6660666.6660Src 2
667.5270667.3379666.6660666.6660Src 3

999.9990999.9990999.9990999.9990Src 0

663.9990664.4189666.6660666.6660Src 4
Medium

999.9990

Case 3 
(Kb/S)

999.9990

Case 4 
(Kb/S)

Sources

999.9990999.9990Src 1High

Case 2 
(Kb/S)

Case 1 
(Kb/S)
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Drop Ratio of ATN Applications: Case 3

� Simulation results of Case 3: Drop ratio of  ATN traffic 
(measured at scheduler).

� Observations: the drop ratio of Medium Priority traffic is 
increased.

0.000000.000000.000000.00000High Priority Traffic

0.499820.499820.000000.00000Medium Priority Traffic

0.00000

Case 3

0.66562

Case 4

0.665640.00000Normal Priority Traffic

Case 2Case 1Type of traffic
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Queue Size Plot: Case 3

QueueSizeVS.Time
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Queue Size Plot: Case 3 (Continued)

� Observations:
� The high priority traffic has the smallest average queue 

size and jitter. 

� Note that both the queue size and jitter of medium 
priority traffic are greater than the other two’s.
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� Case 4: Both Medium and Normal Priority traffic gets 
into congestion.

� The amount of traffic with both Medium (4Mb) and Normal 
Priority (3Mb) is greater than the corresponding scheduled 
link bandwidth (2Mb, 1Mb)        Both Medium and Normal 
Priority traffic gets into congestion.

QoS Obtained by ATN Applications: 
Case 4

1.333MbMedium Priority2, 3, 4
1MbHigh Priority 0, 1

0.6Mb

Source 
Rate

Normal Priority

Source Type

5,6,7,8,9

Source 
NO.



80Mohammed Atiquzzaman, University of Dayton,
Email: atiq@ieee.org

Goodput of ATN Applications: Case 4

� Results of Case 4: Goodput of each ATN source.

199.4790200.0039199.6469200.0039Src 5

Normal
201.9780200.0039201.8520200.0039Src 6
201.6840200.0039202.4190200.0039Src 7
200.4660199.9830199.8779199.9830Src 8
196.3920200.0039196.2030200.0039Src 9

668.4719668.2409666.6660666.6660Src 2
667.5270667.3379666.6660666.6660Src 3

999.9990999.9990999.9990999.9990Src 0

663.9990664.4189666.6660666.6660Src 4
Medium

999.9990

Case 3 
(Kb/S)

999.9990

Case 4 
(Kb/S)

Sources

999.9990999.9990Src 1High

Case 2 
(Kb/S)

Case 1 
(Kb/S)
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Drop Ratio of ATN Applications: Case 4

� Simulation results of Case 4: Drop ratio of  ATN traffic 
(measured at scheduler).

� Observations: the drop ratio of both Medium and Normal 
Priority traffic are increased.

0.000000.000000.000000.00000High Priority Traffic

0.499820.499820.000000.00000Medium Priority Traffic

0.00000

Case 3

0.66562

Case 4

0.665640.00000Normal Priority Traffic

Case 2Case 1Type of traffic
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Queue Size Plot: Case 4

QueueSizeVS.Time

0111(AF)q.tr

0000(BE)q.tr

1110(EF)q.tr

QueueSize

Time

0.0000

10.0000

20.0000

30.0000

40.0000

50.0000

60.0000

70.0000

80.0000

90.0000

100.0000

110.0000

120.0000

130.0000

140.0000

150.0000

160.0000

170.0000

180.0000

190.0000

200.0000

0.0000 20.0000 40.0000 60.0000 80.0000 100.0000



83Mohammed Atiquzzaman, University of Dayton,
Email: atiq@ieee.org

Queue Size Plot: Case 4

� Observations:
� In this case, the high priority traffic has the smallest 

average queue size and jitter; 

� The normal priority traffic has the biggest average 
queue size and jitter.
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Observations

� The high priority traffic always has the smallest jitter, the 
smallest average queue size and the smallest drop ratio 
without being affected by the performance of other traffic.

� The medium priority traffic has smaller drop ratio, jitter 
and average queue size than the normal priority traffic. 
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Conclusion

� The high priority traffic receives the highest priority; the 
medium priority traffic receives higher priority than normal 
priority traffic.

� According to our simulation, the QoS requirements of ATN 
applications can be successfully achieved when ATN traffic 
is mapped to the DiffServ domain in the next generation 
Internet.
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Task 3

QoS in DiffServ 
over ATM
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Prioritized EPD

� DS service classes can use the CLP bit of ATM cell header 
to provide service differentiation.

� EPD does not consider the priority of cells.
� Prioritized EPD can be used to provide service 

discrimination.
� Two thresholds are used to drop cells depending on the 

CLP bit.
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Buffer Management Schemes

� EPD � PEPD

0N

µλ

T HT LT
0N

µλ

•QL < T 

Accept all packets.

•T ≤ QL < N

Discard all new incoming packets.

•QL ≥ N

•Discard all.

•QL <LT 

Accept all packets.

•LT ≤ QL < HT

Discard all new low priority 
packets.

•HT ≤ QL < N

Discard all new packets

QL ≥ N

•Discard all packets
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OPNET Simulation Configuration

PEPD applied
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DS-ATM Protocol Stack

� AAL Layer marks the End 
of Packet.

� ATM_layer changes the 
CLP bit depending on the 
packet of the DS service.
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ATM Switch Node

� Support service 
differentiation in the ATM 
switch buffer.

� Change the buffer 
management scheme in 
the ATM_switch process 
to Prioritized EPD.
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ATM_Switch Process 

Implements the PEPD buffer management to 
support service differentiation.
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Source Rates
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Cell Dropping
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Throughput



96Mohammed Atiquzzaman, University of Dayton,
Email: atiq@ieee.org

Queue Occupancy
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Conclusion

� Prioritized EPD can provide differential treatment to 
packets in an ATM core network.

� OVERALL: The tasks have been completed successfully.

� Thanks to NASA for the support of this project.
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OverviewOverview

! Task 4: Improving Explicit Congestion Notification 
with the Mark-Front Strategy

! Task 5: Multiplexing VBR over VBR

! Task 6: Achieving QoS for TCP traffic in Satellite 
Networks with Differentiated Services
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Task 4: Buffer Management using ECNTask 4: Buffer Management using ECN

! Explicit Congestion Notification
! Standardized in RFC 2481, expected to be widely 

implemented soon.
! Two bits in IP header: Congestion Experienced, ECN 

Capable Transport
! Two bits in TCP header: ECN Echo, Congestion 

Window Reduced

DestinationDestinationSourceSource
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RED Marking and DroppingRED Marking and Dropping
! No standard action specified
! One possibility is to randomly mark at lower 

congestion levels. Random Early Detection (RED) 
marking instead of dropping.

marking
probability

queue size

no action marking dropping

pmax

backth_min th_max
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Simulation ModelSimulation Model

TCP senders TCP receivers

router router
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Threshold & Buffer RequirementThreshold & Buffer Requirement
! In order to achieve full link utilization and zero packet 

loss, ECN routers should
! have a buffer size of three times the bandwidth 

delay product;
! set the threshold as 1/3 of the buffer size;

! Any smaller buffer size will result in packet loss.
! Any smaller threshold will result in link idling.
! Any larger threshold will result in unnecessary delay.
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Setting the ThresholdSetting the Threshold

Threshold
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Buffer Requirement for No LossBuffer Requirement for No Loss

Threshold

theoretical
simulation    �
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Problem with Mark TailProblem with Mark Tail

! Current ECN marks packets at the tail of the queue:
! congestion signals suffer the same delay as data;
! when congestion is more severe, the ECN signal is 

less useful;
! Flows arriving when buffers are empty may get 

more throughput ⇒ unfairness.

Mark Tail
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Proposal: Mark FrontProposal: Mark Front

! Simulation Analysis has shown that mark-front 
strategy
! reduces the buffer size requirement, from 3rd to 2rd
! increases link efficiency,
! avoids lock-in phenomenon and improves fairness,
! alleviates TCP’s discrimination again large RTTs.

Mark Tail Mark Front
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Buffer RequirementBuffer Requirement

Threshold

Mark Front theoretical 

Mark Tail theoretical

Mark Front simulation       �

Mark Tail simulation          ∆∆∆∆

B
uf
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Front

Tail

Tail

! Our theoretical bound is tight when threshold > rd
! Mark Front requires less buffer

Front
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Link EfficiencyLink Efficiency

Threshold

L
in

k 
E

ff
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y

! Mark-Front improves the link efficiency for the same 
threshold

Front

Tail
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UnfairnessUnfairness

Threshold

Tail

FrontU
nf

ai
rn
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! Mark-Front improves fairness



Arjan DurresiThe Ohio State University

14

Task 4: Summary of ResultsTask 4: Summary of Results

! Mark-front strategy
! reduces the buffer size requirement,
! increases link efficiency,
! avoids lock-in phenomenon and improves fairness

! This is specially important for long-bandwidth delay 
product networks

Mark Tail Mark Front
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Task 5: MultiplexingTask 5: Multiplexing
! Internet is becoming the new infrastructure for 

telecommunications.
! Everything over IP and IP over everything
! IP has to provide one key function: Decomposition of 

high-capacity channels into hierarchically ordered 
sub-channels 

! Or how to build a multiplexing node?

x1

xn

y A

B
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Multiplexing (cont.)Multiplexing (cont.)
! Real-time or high QoS traffics include voice over IP, 

virtual leased line, video over IP etc.
! Goal and Objectives:

! Provide the needed QoS 
! High network resource utilization or multiplexing 

gain
! “Simple” solutions to be deployed extensively in 

practice  
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ProblemsProblems
! How to characterize IP traffic to be aggregated:

! Different models and parameters
! Models should be “practical” i.e.  easy to be used 

by applications
! How to characterize the output traffic
! Provide multiplexing rules: balancing QoS for the 

aggregates and multiplexing gain: find an optimized 
solutions

! Select the appropriate scheduling mechanism 
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Optimized SolutionOptimized Solution

Rate

Burst

•Find the best rules how to multiplex different IP traffics
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How to characterize IP traffic How to characterize IP traffic 
flowsflows

! Envelope-Based methods to specify the traffic, both 
deterministically or stochastically

! Leaky Bucket Model
! Using Leaky Bucket Model to do simulation

! D-BIND/H-BIND Model
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Envelope ConceptsEnvelope Concepts
! E(t) >= A[s, s+t], for all t > 0, and s > 0
! Empirical Envelope is the tightest envelope for a 

given traffic
! Definition: Let A(t) be the arriving traffic, then 

E(t) = maxs>0 A[s, s+t], for all t > 0
is the Empirical Envelope of A(t). A[t1, t2] 

represents the amount of traffic arrives during 
interval [t1, t2]

! Mathematical tool: Network Calculus to do envelope 
based derivation and analysis
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Leaky Bucket ModelLeaky Bucket Model
! Most research work uses  this model to characterize 

the arriving traffic
! E(t) = b + r*t, b is the bucket size, and r is the leaking 

rate
! E(t) >= A[s, s+t], where A(t) is the arriving traffic

! Multiple Leaky Bucket Model
! E*(t) = min1<=I<=n{bi + ri*t}
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DD--BIND/HBIND/H--BIND ModelBIND Model
! Proposed by Edward Knightly and Hui Zhang
! With the D-BIND model, sources characterize their 

traffic to the network via multiple rate-interval 
pairs,(Rk, Ik), where the rate Rk, is a bounding or 
worst-case rate over every interval of length Ik. With P 
rate-interval pairs, the model parameterizes a piece-
wise linear constraint function with P linear  segments 
given by
E(t) = (Rk*Ik - Rk-1*Ik-1)(t-Ik)/(Ik - Ik-1) + Rk*Ik, Ik-1 < t 
<= Ik with I0 = 0;
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DD--BIND/HBIND/H--BIND Model (BIND Model (ContCont.).)
! Simulations have showed that, P, the number of pairs 

needs not to be too large. P=4 is good.
! Better performance than Leaky Bucket Model
! Better describe the correlation structure and burstiness 

properties for a given traffic(Video, etc)
! Drawbacks:

! Larger number of parameters to characterize the 
traffic

! Unrealistic to let users to accurately specify such 
parameters, need some on-line traffic measurement
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DD--BIND/HBIND/H--BIND Model (BIND Model (contcont.).)

! Multiple Leaky Bucket Model is a special case of D-
BIND

! H-BIND extends D-BIND
! It uses D-BIND to characterize traffic, and achieves 

statistical multiplexing
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How to get characteristics of How to get characteristics of 
aggregates of several IP flowsaggregates of several IP flows

! Deterministic Approaches
! Stocastic/Statistical Approaches
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Deterministic ApproachesDeterministic Approaches

! Consider worst case
! Provide 100% QoS guarantees
! Drawback:

! waste network resource
! bandwidth utilization is low(under 50% with D-

BIND)
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StocasticStocastic/Statistical Approaches/Statistical Approaches

! No 100% guarantee
! Probabilistic guarantee. For example, to guarantee 

packet loss rate is smaller than 10-6. 
! Better network utilization.
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StocasticStocastic/Statistical Approaches /Statistical Approaches 
((ContCont.).)

! Connection Admission Control Algorithms for 
statistical QoS.
! Average/Peak Rate combinatorics
! Additive Effective Bandwidths
! Loss Curve
! Maximum Variance Approaches
! Refined Effective Bandwidths and Large Deviations
! Measurement based algorithms.
! Enforceable statistical service
! Algorithms for special-purpose system(video on demand)
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CBR CBR vsvs. VBR. VBR
! IP CBR: Simple multiplexing rules, Provide guarantee 

for QoS, No multiplexing gain
! IP VBR, More complex multiplexing rules, 

Guarantees for QoS depend on multiplexing rules, 
More multiplexing gain:
! With CBR overbooking is performed by burst 

absorption at the multiplexer.
! With VBR it is possible to let burst go through the

multiplexer and count on statistical multiplexing 
inside the network, where the number of 
connections and the trunk bit rates are larger 
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Output Output -- CBR CBR 
! Effective Bandwidth:
The queue with constant rate C 
guarantees a delay bound D to 
a flow with arrival curve α
if C ≥ eD(α) where:
eD(α) = sup α(s)/(s+D) for s ≥0
! Example: For IETF traffic 
specification:
eD=max{M/D, r, p, (1-(D-M/p)/(x+D))}
where x = (b-M)/(p-r)
! ∑ eD(αi) - eD(∑ αi) is non statistical multiplexing gain

-D

arrival 
curve

t

bits
Slope  = eD

arrival 
curve

-D
t

bits
Slope  = eD

M

b r
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Output Output -- CBR (CBR (contcont.).)
! Equivalent capacity
Bound the buffer B:
C ≥ fB(α)= sup (α(s)-B)/s; s ≥0

! Again: fB(α) ≤ ∑ fBi(αi) 

! Also given a predicted traffic we  can find the optimal 
VBR parameters that can carry the traffic.

B

arrival 
curve

t

bits
Slope  = fB



Arjan DurresiThe Ohio State University

32

Output Output -- VBRVBR
! For σ(t) = min(Pt, St+B)
P: Peak rate, S: sustainable rate,
B: burst tolerance 

{
! From (1)=> P ≥ P0 = eD(α) 
! Using a VBR trunk rather than a CBR is all benefit 

since, by definition of effective bandwidth, the CBR 
has at least a rate P0

! We can also optimize S and B.

-D

arrival 
curve

t

bits
P

S

B+SD

(1) (s+D)P ≥ α(s) 
(2) (s+D)S+B ≥ α(s)
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Output Output -- VBRVBR
! Given a predicted traffic we can find the optimal VBR 

parameters that can carry the traffic.
! A number of flows, with an aggregated curve α, is 

multiplexed into a VBR trunk
! The VBR trunk is viewed as a single stream by 

downstream nodes and is constrained by an arrival 
curve σ.

! If the constraint at the multiplexor  is to guarantee a 
maximum delay D:
! σ(s + D) ≥ α(s) for s ≥0
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CBRCBR MultiplexorMultiplexor
! Each source is leaky bucket 
regulated: token rate ρ, token size σ
and the peak rate P 
! We can calculate queue length.
! We can build the optimal Buffer/Bandwidth curve  

Source 1

Source N

C

B

ΣKj ρj ΣKj PjC

B

ΣKj σ j
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CBRCBR MultiplexorMultiplexor

K1 K1

K2 K2

! The impact of burstiness when heterogeneous sources 
are multiplexed C=45Mbps, ρ1= ρ2= 0.15, P1=1.5, 
P2=6, Ton1>>Ton2

! Statistical service with even small loss probability 
increases the multiplexing gain.
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VBR VBR Multiplexor Multiplexor 
! Advantages of using VBR trunks:

! More statistical multiplexing gain than CBR
! With CBR overbooking is performed by burst 

absorption at the multiplexer.
! With VBR it is possible to let burst go through the 

multiplexer and count on statistical multiplexing 
inside the network, where the number of 
connections and the trunk bit rates are larger.   
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VBRVBR MultiplexorMultiplexor

Figure shows the advantage of statistical multiplexing

Mean rate Mbps

Number 
of 
connections.

Loss prob. =10 -9, 
Peak=115Mbps, 
M (sustained)=Peak/1.5, 
B (bust tolerance)=5Mb, 
X(buffer)=10Mb
Input VBR flows:
p=2 Mbps, b=0.5Mb
m = 0 to p

Statistical mux.

Lossless mux.
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Connection GroupingConnection Grouping

! Compare three type of multiplexing:
! 1) No connection grouping
! 2) Connections grouped as CBR trunks
! 3) Connections grouped as VBR trunks

A

B

Request [P, M, B]

Available [P1, M1, B1]

CBR

CBR
N

1)

CBR

VBR
RxY

CBR
R

CBR

VBR
RxY

VBR
R

2) 3)
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VBRVBR MultiplexorMultiplexor

N. conn.

Ratio P/M

1) and second stage of 
2) and 3):

P = 115Mbps
X=10Mb

Smaller node in 2):
P=11.5Mbps
X=1Mb

Smaller node in 3):
P=11.5Mbps
B=0.05 MB,X=1Mb

Input:
p=0.2Mbps
b=0.05
Mean rate m=0.05

Performance of VBR over VBR traffic aggregation can 
significantly exceed the performance of CBR aggregation

3

1

2
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VBRVBR MultiplexorMultiplexor
N. conn.

Ratio P/M

Mean rate m=0. 1

3

2

1
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Task 5: SummaryTask 5: Summary
! Why IP multiplexing?
! Models for input and output flows and multiplexing 

rules: find an optimized solution
! Leaky Bucket Model
! D-BIND/H-BIND Model
! Deterministic Approaches
! Stocastic/Statistical Approaches
! VBR over VBR better than CBR over CBR
! Simulations using Leaky Bucket Model
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Task 6: Study of Assured Task 6: Study of Assured 
Forwarding in Satellite NetworksForwarding in Satellite Networks

! Key Variables
! Buffer Management Classification: Types of RED
! Traffic Types and Treatment
! Level of Reserved Traffic
! Two vs Three: Best Results
! Summary
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First Class

Coach Class

Key VariablesKey Variables

Business Class
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Differentiated ServicesDifferentiated Services

! DiffServ to standardize IPv4 ToS byte’s first six bits
! Packets gets marked at network ingress

Marking ⇒ treatment (behavior) in rest of the net
Six bits ⇒ 64 different per-hop behaviors (PHB)

Hdr LenVer Tot Len
4b 4b 8b 16b

Type of Service (ToS)

∫ d/dx⇒
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DiffServ (Cont)DiffServ (Cont)
! Per-hop behavior = % of link bandwidth, Priority
! Services: End-to-end. Voice, Video, ...  

! Transport: Delivery, Express Delivery,...
Best effort, controlled load, guaranteed service

! DS group will not develop services
They will standardize “Per-Hop Behaviors”

! Marking based on static “Service Level Agreements” 
(SLAs). Avoid signaling.
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Expedited ForwardingExpedited Forwarding
! Also known as “Premium Service”
! Virtual leased line
! Similar to CBR
! Guaranteed minimum service rate
! Policed: Arrival rate < Minimum Service Rate
! Not affected by other data PHBs 
⇒ Highest data priority (if priority queueing)

! Code point: 101 110
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Assured ForwardingAssured Forwarding

! PHB Group
! Four Classes: No particular ordering 
! Similar to nrt-VBR/ABR/GFR
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Key VariablesKey Variables
! Bandwidth Management:

! Number of colors: One, Two, or Three
! Percentage of green (reserved) traffic: Low, high, 

oversubscribed
! Buffer Management:

! Tail drop or RED
! RED parameters, implementations

! Traffic Types and their treatment:
! Congestion Sensitivity: TCP vs UDP
! Excess TCP vs Excess UDP 

! Network Configuration:
Our goal is to identify results that apply to all configs.
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Buffer Management Buffer Management 
ClassificationClassification

! Accounting (queued packets): 
Per-color, per-VC, per-flow, or Global
Multiple or Single

! Threshold: Single or Multiple
! Four Types:

! Single Accounting, Single threshold (SAST)
! Single Accounting, Multiple threshold (SAMT)
! Multiple Accounting, Single threshold (MAST)
! Multiple Accounting, Multiple threshold (MAMT)
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Types of REDTypes of RED

Total Queue

Total Queue

P(Drop)

P(Drop)

! Single Accounting Single Threshold (SAST):
Color-blind Random Early Discard (RED)

! Single Accounting Multiple Threshold (SAMT):
Color-Aware RED as implemented in some products

Used in present 
diffserv-unaware routers

Used in this study



Arjan DurresiThe Ohio State University

51

Types of RED (Cont)Types of RED (Cont)

P(Drop)

P(Drop)

! Multiple Accounting Single Threshold (MAST):

! Multiple Accounting Multiple Threshold (MAMT):
G, G+Y, G+Y+R Queue

R, Y, G Queue

Used in our 
previous study

Conclusion:
More Complexity
⇒ More Fairness
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Traffic Types and TreatmentTraffic Types and Treatment
! Both TCP and UDP get their reserved (green) rates
! Excess TCP competes with excess UDP
! UDP is aggressive 
⇒ UDP takes over all the excess bandwidth
⇒ Give excess TCP better treatment than excess UDP 

Reserved Excess

TCP

Reserved Excess Reserved Excess Reserved Excess

UDP TCP UDP
2-Color 3-Color
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Two Drop PrecedencesTwo Drop Precedences

! All packets up to CIR are marked Green
! Overflowed packets are marked Red

Green Red

TCP/UDP

Committed
Information
Rate (CIR)

Committed
Burst
Size (CBS)
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Green Yellow Red

Three Drop PrecedencesThree Drop Precedences

! Tokens in Green, Yellow buckets are generated 
independently.

! Parameters: Token generation rate and Bucket Size for 
Green and Yellow buckets

! Color Aware ⇒ Excess packets overflow to next color 



Arjan DurresiThe Ohio State University

55

Level of Reserved TrafficLevel of Reserved Traffic
! Percentage of reserved (green) traffic is the most 

important parameter
! If the green traffic is high
⇒ No or little excess capacity
⇒ Two or three colors perform similarly

! If the green traffic is low
⇒ Lots of excess capacity
⇒ Behavior of TCP vs UDP impacts who gets excess
⇒ Need 3 colors + Need to give excess TCP yellow 
+ Need to give excess UDP red colors
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Simulation ConfigurationSimulation Configuration

UDP

1

2

9

10

R_1 R_2

Snk_1

Snk_46

TCP_1

TCP_5

1 µs
10 Mbps

5 µs
1.5 Mbps

250 ms
1.5 Mbps

5 µs
1.5 Mbps

Customer

Satellite
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Link ParametersLink Parameters
Link
B/W

Link
Delay

Link
Policy

Between TCP/UDP &
Customer i

10 Mbps 1 µs DropTail

From Customer i to R1 1.5 Mbps 5 µs DropTail
w marker

From R1 to Customer i 1.5 Mbps 5 µs DropTail

From R1 to R2 1.5 Mbps 250 µs RED_n

From R2 to R1 1.5 Mbps 250 µs DropTail

Between R2 and sink i 1.5 Mbps 5 µs DropTail
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Simulation ParametersSimulation Parameters
! Single Accounting Multiple Threshold RED
! RED Queue Weight for All Colors: w = 0.002

Qavg = (1-w)Qavg + w Q 
! Maximum Queue Length (For All Queues): 60 packets
! TCP flavor: Reno 
! TCP Maximum Window: 64 packets
! TCP Packet Size: 576 bytes
! UDP Packet Size: 576 bytes
! UDP Data Rate: 1.28Mbps 
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Two Color SimulationsTwo Color Simulations
Simulation

Configuration

1 Through
1152

Green
Token

Generation
Rate

[kbps]

12.8,
25.6,
38.4,
76.8,

102.4,
128,

153.6,
179.2

Green
Token
Bucket
Size (in
Packets)

1,
2,
 4,
 8,
16,
32

Maximum
Drop

Probability
{Green,

Red}

{0.1,0.1}
{0.1,0.5}
{0.1,1}

{0.5,0.5}
{0.5,1}
{1,1}

Drop
Thresholds

{Green, Red}

{40/60,0/10}
{40/60,0/20}
{40/60,0/5}

{40/60,20/40}
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Three Color SimulationsThree Color Simulations
Simulation

Config.

1 Through
2880

Green
Token
Gener.
Rate

[kbps]

12.8,
25.6,
38.4,
76.8

Green
Token
Bucket
Size in
Packets

1,
2,
4,
8,

16,
32

Yellow
Token

Bucket Size
in

Packets

1,
2,
4,
8,

16,
32

Max Drop
Probability

{Green,
Yellow,

Red}

{0.1,0.5,1}
{0.1,1,1}

{0.5,0.5,1}
{0.5,1,1}
{1,1,1}

Drop
Threshold
s {Green,
Yellow,

Red}

{40/60,20/
40, 0/10}

{40/60,20/
40, 0/20}

Yellow
Token
Gener.
 Rate
[kbps]

128,
12.8
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Fairness IndexFairness Index
! Measured Throughput: (T1, T2, ..., Tn)
! Use any criterion (e.g., max-min optimality) to find 

the Fair Throughput (O1, O2, ..., On)
! Normalized Throughput: xi = Ti/Oi

Fairness Index = 
(Σ xi)2

nΣ xi
2

Example: 50/50, 30/10, 50/10 ⇒ 1, 3, 5

Fairness Index = 
(1+3+5)2

3(12+32+52)
=

92

3(1+9+25)
= 0.81
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Fairness Index - 2 colors
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Fairness Index - 3 colors
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ANOVAANOVA
! Analysis of Variance (ANOVA) - Statistical tool
! Most Important Factors Affecting Fairness and 

Throughput:
! What % of the Variation is explained by Green 

(Yellow) rate?
! What % of the Variation is explained by Bucket 

Size ?
! What % of the Variation is explained the 

Interaction between Green (Yellow) Rate and 
Bucket Size
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ANOVA For 2 Color SimulationsANOVA For 2 Color Simulations
! Most Important Factors Affecting Fairness:

! Green Rate (Explains 65.6% of the Variation)
! Bucket Size (Explains 19.2% of the Variation)
! Interaction between Green Rate and Bucket Size 

(Explains 14.8% of the Variation)
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ANOVA For 3 Color SimulationsANOVA For 3 Color Simulations
! Most Important Factors Affecting Fairness:

! Yellow Rate (Explains 41.36% of the Variation)
! Yellow Bucket Size (Explains 28.96% of the 

Variation)
! Interaction Between Yellow Rate And Yellow 

Bucket Size (Explains 26.49% of the Variation)
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Reservation

Fairness

1

0.5

10% 50% 100%

0.1

Two colors

Three colors

Two vs Three: Best ResultsTwo vs Three: Best Results
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Task 6: SummaryTask 6: Summary
1. The key performance parameter is the level of green 

(reserved) traffic
2. If reserved traffic level is high or if there is any 

overbooking, two and three colors give the same 
throughput and fairness

3. If the reserved traffic is low, three colors give better 
fairness than two colors

4. Classifiers have to distinguish TCP and UDP:
Reserved TCP/UDP ⇒ Green, Excess TCP ⇒ Yellow, 
Excess UDP ⇒ Red 

5. RED parameters and implementations have significant  
impact.
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